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ABSTRACT OF THESIS 

NON-1M)UCTIVE CHARGING OF TROPICAL CONVECTION IN HIGH AND LOW 
CAPE ENVIRONMENTS 

Numerical modelling studies of continental tropical and maritime tropical convection 

were conducted using a two-dimensional, nonhydrostatic, cloud electrification model, 

developed at the South Dakota School of Mines and Technology. The model contains six 

classes of water (water vapor, cloud water, cloud ice, rain, snow, graupel/hail) and a full 

set of ion equations. All the hydrometeors are permitted to exchange charge. Charge 

transfer between microphysical species is accomplished through a non-inductive charging 

parameterization. 

In the broadest sense, the goal of the numerical experiments was to explain the 

electrical differences between the different convective regimes observed during the 

DUNDEE @wn h d e r  Doppler and Electricity Experiment). This was accomplished by 

modelling a case (19 January 1990) that was characteristic of continental convection, also 

termed "break period" convection, and then a case representative of maritime or monsoon 

convection (12 January 1989). A more specific goal was to test the validity of the 

hypothesis that the mass of ice and convective vigor in the mixed phase region is a 

dominant controlling factor in determining the intensity of electrical activity. This 

hypothesis developed out of the realization that there was a significant correlation between 

the CAPE convective Available Eotential Energy) and lightning event rates observed 

during the DUNDEE. The modelling studies were also intended to test the ability of the 

non-inductive charging mechanism to produce the charge structures that have been reported 

in previous studies as well the those observed during the DUNDEE. 

iii 





Results of the storm electrification simulations indicate that the high CAPE 

continental tropical storm develops a deep mixed phase region at temperatures well below 

the non-inductive charge reversal temperature, thereby effectively producing a normal 

polarity dipole (consistent with high observed lightning flash rates). The maritime tropical 

case also produced a deep mixed phase region, but it is centered near the charge reversal 

temperature. This prevents ice particles from acquiring and accumulating charge of one 

sign, and no organized charge structure develops (consistent with the low observed flash 

rates). Currently, it is hypothesized that the low CAPE storms, although they have deep 

mixed phase regions, lack the energy to carry the ice mass to cold enough temperatures to 

produce a dipole structure as in the case of the high CAPE continental tropical storms. 

Scot C. Randell 
Atmospheric Science Department 
Colorado State University 
Fort Collins, CO 80523 
Spring 1992 
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CHAPTER I 
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INTRODUCTION 
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Meteorological records show that tropical regions are the most favored regions for 

the development of highly electrified clouds (Livingston and Krider, 1978; Lhermitte and 

Krehbiel, 1979; Williams, 1985). Satellite observations of lightning (Orville and Spencer, 

1979; Orville and Henderson, 1986) reveal that close to half of all lightning occurs within 

.* 100 of the equator (about 20% of the total surface area of the earth). These observations 
".4"9"." :, 

suggest that tropical convection is a good place to begin when studying cloud electrification 

,mechanisms. Interestingly, few modelling studies have been done that investigate the role 

, of non-inductive charging in tropical convection. This study will partly fill that gap in the 
I \  ' I  . ' i t  '. .' - . 4  - 

literature. 
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, .. 1.1 Electrification Mechanisms 
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There are three principle mechanisms which have been proposed to explain the 

electrification of clouds: the convective mechanism, the inductive mechanism, and the non- 

inductive mechanism. The convective mechanism (Grenet, 1947; Vonnegut, 1953) relies 

, . , , : . , , , , upon convective motions to transport ions. Both the inductive and non-inductive 

, , .mechanism involve hydrometeor interactions, but as the names imply, the inductive 
%,. # 

. mechanism also requires the presence of an electric field whereas the non-inductive . '4 7.- 

" l t *  -'it . A-85.  .;S.*.sI a a - *lb:q:$!> .:i?s$ * $  + ,  -, qr$b~;,  , 

,- , .,- 2, , , . , mechanism does not .,:., 
. .. . -. 
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_. . According to the convs-dve mqchanism, negative ions drifting towards the surface 
.?",, : *:t* 

. , of the earth become attached to the h$drometeors in the upper portions of a cloud. 
. - .. . ' .a ' . ' I >  , ' " , . , : & - o  ..,, 9 -7 . . , - .  4 



Negative charge accumulates on the edges of the updraft and is transported downward due 

to convective motions, finally developing a pocket of negative charge. The negative charge 

induces positive ions into the updraft where they are transported by convective motions 

high into the cloud. The positive ions then attract more negative ions to the cloud edges 

and the process feeds back upon itself. 

The inductive mechanism relies upon the presence of an electric field strong enough 
J ;., + 

, .  '.. . 
to polarize hydrometeors. As the hydrometeors collide with each other in a rebounding 

collision, the charged end of one of the interacting particles cancels with the oppositely 
r .. 

charged end of the other interacting particle, and the two particles rebound carrying a net 
' k  , . 

charge of equal magnitude, but of opposite sign. Over time, the lighter particles will be 
! c:  '")' 

" r 

carried high into the cloud and produce a pocket of charge, and the heavier particles will 

produce a pocket of charge lower in the cloud. 

The non-inductive mechanism is currently the most popular mechanism, and is the 
. . 

< . ; >. 

one that is spdcal ly  addressed in this study. Based on laboratory studies (Reynolds et 

al., 1957; Takahashi, 1978) it has been discovered that when graupel collides with cloud 

ice in the presence of supercooled liquid water that the graupel and cloud ice can rebound 

carrying opposite charges. The magnitude and sign of the resulting charge transfer is 

. , , ' . 
dependent upon the tempmatme and liquid water content. 

, . . I -  ! ; !y4 q 
' * .  . .  . ' . . . t > j , , - '  , Q i q  r:.! .. .,: : , * ! '  f ; .  . .  . *. .. . . .' 1 . -  

1.2 The Distribution of Thunderstorms Over Larad and Octan 
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Satellite observations reveal that lightning is an order of magnitude more common 
Y '. , , Y  ' ,) = 

over land than water (Turman and Edgar, 1982; Orville and Spencer, 1979). A one year 
.. . 1 

composite of midnight lightning events taken h m  satellite emphasizes the contrast: The 

continents and their coasts are well defined by a dense number of events, while the oceans 
? , t  ; I - . - 

arc virtually void of lighuuhg ac&it$'@ig 1.1). The evidence that lightning occurs 
I t  i 'I 

primarily over land masses was a primary motivation for the modelling studies. 



Fig. 1.1 : Om year of midnight lightning locations for the period September, 1977 through 
August, 1978 (adapted from Orville and Henderson, 1986). 



Two explanations have been forwarded to account for the land/ocean lightning 

discrepancies. The first hypothesis relates the differences in electrical activity to differences 

in the vertical development of continental and oceanic convection (Williams, 1991). 

Generally, vertical velocities in continental convection are greater than in the oceanic cases, 

and radar reflectivities are correspondingly greater in the subfreezing levels, presumably 

from greater concentrations of precipitation sized hydrometeors (Szoke et al., 1986). In 

contrast to land-based thunderstorms which frequently contain small ice crystals, graupel, 

and significant concentrations of super cooled liquid water in coexistence, maritime 

convection often lacks a deep mixed phase region. The difference in convective vigor is 

easily attributable to the greater instability which often exists over land surfaces. In the 

spirit of the non-inductive charging mechanism (discussed in section 2.3), the continental 

convection would provide highly favorable conditions for electrification. 

The other hypothesis relies upon the variation of ion production through corona 

emission between the land and ocean surfaces to explain the differences in oceanic and 

continental lightning rates (Vonnegut, 1982). The rough land is expected to more easily 

produce free ions than a relatively flat ocean under equal electric fields. In the spirit of the 

convective charging mechanism, the continental convection would be the preferred storm 

for electrification. As will be discussed in section 2.2, thm are several problems with the 

convective charging mechanism which disqualify this hypothesis as a reasonable 

explanation for the observed differences between continental and maritime lightning 

production rates. 

1.3 Scientific Objectives 

This modelling study will primarily address the non-inductive charging differences 

of continental tropical and maritime tropical convection. In particular, the role of ice mass 

within the mixed phase region of the cloud, and the ability of the storm dynamics to 



produce and distribute hydrometeors will be investigated and used to explain the dissimilar 

charging rates and lightning events that were observed during the Qown b d e r  Doppler 

and Electricity Experiment (DUNDEE) conducted in Darwin, Australia during two 

consecutive winter monsoon seasons in 1989 and 1990. To accomplish this, 

thermodynamic profdes considered to be representative of the continental and maritime 

convective environments observed during DUNDEE were used to initialize a two 

dimensional, time dependent, bulk parameterized electricity model (Heldon and Farley, 
' I  

1987a,b). The results of theses two case studies are presented herein. 
I. .. . . " . . I  ; Z I 
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CHAPTER 11 

CHARGE STRUCI'URE AND CHARGING MECHANISMS OF THUNDERSTORMS 

Nearly all charged convective clouds have an elecmc dipole structure with a large 

pocket of negative charge centered near -lo0 C, and a large pocket of positive charge 

centered at -250 C or colder. In some cases a mpole structure has been observed. In this 

instance a thin band of positive charge at the base of the cloud is obamed in addition to the 

dipole structure (Simpson and Scrase, 1937; Reynolds, 1954; Takahashi, 1965; Magono, 

1977; Byrne et al., 1987). The main charge centers contain roughly equal, but opposite 

charge on the order of tens of Coulombs. The positive charge at the base of the clouds 

with a tripole structure is often an order of magnitude less (Urnan, 1969). Williams (1989) 

points out that at a distance, a mpole structure might appear as dipole. Also, he provides 

and excellent summary of previous investigations on the polsrity of thunderstorms. 

2.1 Observations of Thunderstorm Charge Structures 

In addition to simply measuring the electrical structure of thunderstorms, a few 

investigators have made simultaneous electrical and microphysical measurements . These 
studies arc of particular interest because they Link the electrification to the microphysical 

processes that are operating within the cloud Dye et al. (1988), conducted in situ aircraft 

measurements in two small thunderstoms in New Mexico. The clouds were in the early 

stages of electrification. In the first case a negative region of charge was detected near the 

-12oC isotherm. The total charge estimated at this altitude was only -0.01C assuming 

spherical symmetry. In the other case, a positive charge center was located near the -2OOC 



isothenn and the charge was estimated to be 0.01C. In both cases the horizontal extent of 

the charged regions was about 500111. A summary of the electric field, the liquid water 

content, the ice concentration, and an overlay of the aircraft flight path on the radar 

reflectivity is presented in Fig, 2.1. Both clouds exhibited the strongest charging where the 

liquid water content and ice concentration were at a maximum. Not surprisingly, the 

collision rate between graupel, ice, and liquid water was calculated to be a relative 

maximum as well. The center of charge correspond well to the regions of strongest 

reflectivity in both cases. 

A flight through a thunderstonn in Flagstaff, Arizona (Latham and Stow, 1969) and 

in Erance (Laroche et al., 1986) revealed microphysical and electrical characteristics similar 

to those presented by Dye et al. The electrification was greatest where aggregates coexisted 

with small ice crystals and liquid water, and where radar reflectivities were at a relative 

maximum. 

Observations have made a strong case that the presence of a mixed phase region is 

necessary to generate significant charge within a thundercloud. This is consistent with the 

non-inductive charging hypothesis, although a minority of the community remains 

unconvinced that this is the primary mechanism operating. Strong updrafts are generally 

required to produce deep mixed phase regions, so it is not unexpected that reflectivity 

maxima are often coincident with the centers of charge. 

Few, if any in situ electrical observations have been made in deep tropical systems. 

Investigations of subtropical storms in or around the Gulf of Mexico (Krehbiel et al., 1983; 

Blakeslee et d., 1989; Williams et al., 1989), Japan (Magono, 1977; Takahashi, 1965), 

and Africa (Barnard, 1951; Hacking, 1954; Ette et al., 1977) are the closest to tropical 

thunderstorms, and of these, most are continental. Surface measurements of the electric 

field during DUNDEE and other tropical experiments seem to suggest that the electrical 

structure of tropical storms is not significantly different than their middle latitude and 

subtropical cousins (Takeuchi et al., 1978; Brode et al., 1982; Ogawa and Sakaguchi, 



TIME tun) 

Fig. 2.1: A summary of the electric field, liquid water content, ice concentration and radar 
reflectivity with the aircraft path for two flights through developing New Mexico 
thunderstorms (from Dye et al., 1988). I *  * I t  ! ., , - M e  I c . 



1983; Mogono et al., 1983). If this is the case, then it is reasonable to extend the 

observations to the tropics. 

2.2 The Convective Charging Mechanism 

Although the manner by which clouds electrify is a subject with some controversy, 

of the charging hypotheses that have been forwarded over the last two centuries, besides 

the non-inductive charging mechanism, two have remained alive: the convective 

mechanism and the inductive mechanism 

In 1947, Grenet proposed cloud charging by convective motions of cloudy air, later 

dqscribed by Vonnegut (1953). According to this mechanism, negative ions, drifting 

toGards the surface of the earth as part of the Wilson current, become attached to the 

hydrometeors in the upper portions of a cloud. The conductivity of cloudy air is for all 

practical purposes zero compared to the conductivity of cloud free air, and negative charge 

accumulates on the edges of the updraft. Overturning convective motions in a growing 

turret are then relied upon to transport the negative charge downward, opposite to the fair 

weather potential gradient, finally developing a pocket of negative charge. As the negative 

charge nears the surface it begins to induce positive point discharge from objects on the 

surface. The positive ions are then carried up into the convective updraft to produce a 

pocket of positive charge in the upper levels of the cloud and also serve to attract more 

negative ions. The process feeds back upon itself. The convective charging mechanism is 

shown schematically in Fig. 2.2. 

L .  ,.?* 1 + 

I ,  
.,A. ,. Not all clouds electrify. Strong electrifcation usually occurs only in clouds with 



CONDUCTION CURRENT 

I .  4 -\ ' .Fig. 2.2: An idealized sketch illustrating the convection theory of thundercloud 
elecmfication (after Vonnegut, 1963). In this mechanism, external charges drawn to the 
cloud are caught in thc convective overturn and carried by the motions of the air against the 
local electric fields to increase the cloud's elecmcal potential energy. The ions carrying the 

1 . I t  Wilson current at the cloud top become attached to cloud particles and are carried 
downward by the compensating downdrafts. Point-discharge ions beneath the cloud are 
carried toward the cloud top by updrafts, and amact more negative ions to the cloud top 
from the conductive clear air around thus causing positive feedback in the cloud 
electrification. 



The strongest electrification occurs in mixed phase regions and in areas with a 

maximum in radar reflectivity. The convective mechanism offers no explanation for this. 

In the early development of the cloud, there should be a positively charged base 

and core. This is contradictory to observations (Colgate and Romero, 1970; 

' L d %  .'. Krasnogorskaya, 1969). ' \ . + -  ':. , ) I  , , , I d  A , .  L,. 

Simple calculations and numerical modeling studies show that the upward 

conduction of negative charge (down gradient) should counteract or dominate over the 

upward convection current (Pruppacher and Klett, 1978; .*, Ruhee, -. 1970, ..I-.l ,., 1972; v Chiu and 

Klett, 1976). . t 2 i. "r , . ,  
h * 

. < In all fairness to the convective charging mechanism and its proponents it should be 

. t  noted that no argument is being made to deny the existence of the process. Rather, the 

point is made that the convective charging mechanism cannot be the dominant process 

responsible for the electrical structure of thunderstorms. Vonnegut et al. (1962a,b) and 

Moore et al. (1986, 1989) have shown that the polarity of thunderstorms can be reversed 

by releasing anonymously high (orders of magnitude) concen&i$pns of free ions into the 

convective updrafts of clouds. This shows that convective motions do transport ions, and 

that if ions were produced naturally in such concentrations that convective charging would 

be feasible. , . , . . . i . a  

The attachment of free ions to cloud hydrometeors is also known to occur and 

produces the screening layers which are often o b Z s e ~ g  (Chauy an~,Ra~,sonville, 1983). 
4 

The formation of screening layers seems to be the limit to which the convective charging 

mechanism operates. In any case, because the numerical model used in this study contains 

. '  ' ion equations, any convective charging will be inherently accounted for (Chiu, 1978). 

The inductive mechanism probably does operate in thunderstorms, but only after 

1 p , . ,  
I elecmc fields have become strong enough to significcgpy polarize hydrometeors. The fair 

, . . weather electric field is far to weak to produce this effect. Therefore, an inductive 

' ' mechanism can not be responsible for the initial charge separation. , # a 





studies were primarily qualitative: "positive electrification was observed at wanner 

temperatures, and a change in the electric sign, depending on the cloud water content at 

lower temperatures." 

In 1978, Takahashi (Takahashi, 1978) published the first (and still probably the 

most complete) results on the dependence of the charge separated per collision on both 

temperature and cloud water content. The apparatus used in the experiment consisted of a 

riming rod (simulating a graupel particle) which was whirled within a cloud chamber. 

Peripheral instruments were used to measure ice concentrations and sizes, cloud liquid 

water, temperature, and electrification. The results are summarized in Fig. 2.3 and the 

following information should be gleaned. 

Positive charging of the rod occurred, regardless of cloud water content (cwc) 

when the temperature was greater than -100C. 

At temperatures colder than about -100C, positive charging occurred at low and 

high cwc. 

Negative charging occurred between regions of low and high cwc when the 

temperature was less than about -100C, but the boundary between the positive and negative 

charging depends on temperature. 

The temperature at which charging switches from the lower positive region to the 

negative, called the charge reversal temperature, decreases as cwc decreases. 

The following infmnation which is not obvious from Fig. 2.3 should also be noted: 

No charging occurred when the riming rod stopped rotating. 

No charging occurred when the rod rotated in an environment containing only ice 

crystals or only supercoo1ed liquid water. 

Strong electrification occurs when both ice crystals and supercooled droplets are 

present. -. 



Fig. 2.3: Electrification of the rimkg rod Open circles show positive charge, solid circles 
negative charge and crosses represent uncharged cases. The elecmc charge of the riming 
rod per ice crystal collision is show in units of 10-4 esu (Takahashi, 1978) 



Only the dependence on temperature and cloud water content was measured, but all the 

other parameters such as velocity and ice crystal size were kept reasonably constant so as to 

minimize exuaneous effects. 

Following the work of Takahashi, studies of MC mechanism became more 

common, partly due to the failure of other charging mechanisms to account for observed 

thunderstorm charge structure. The dependence of the charge transfer on the impact 

velocity of the ice crystals was investigated by Gaskell and Illing~orth (1980) and was 

found to have magnitude dependence proportional to the diameter of the ice crystal to the 

power 1.7. Also of significant importance, the role of thermal effects on the charge 

transfer was investigated. A hailstone which grew by deposition (by cooling below 

ambient temperature) acquired a positive charge. When a hailstone was cooled by the same 

amount but was maintained in a sublimating condition, the stone acquired negative charge. 

The conclusions from these observations were that thermal gradients between the 

hailstone/graupel and the ice crystals was not the driving force behind the charge transfer. 

Furthennore, the condition that supercooled liquid water be present for charging begins to 

make sense since the amount of water present can determine the state of growth of a 

hailstone through latent heat effects during accretion, or by acting as a vapor source for 

depositional growth. Baker er al. (1987) found similar results and proposed that the charge 

"is positive if the target surface is growing more rapidly from the vapour than the ice 

crystals and is negative for the opposite case". 

Williams et al. (1990) investigated the validity of the above statement by dividing 

the tempcrature/cloud water diagram into three growth regions for graupel: wet growth 

(evaporation), dry growth (sublimation); and dry growth (deposition). The laboratory 

results of Takahashi (1978) and the theoretical boundaries were then compared (Fig. 2.4). 

In general, the lines separated events with different charge, especially at low temperatures. 

It would appear that knowing the temperature and cloud water content is sufficient to 

determine the sign of charge transfer without explicitly having to calculate the type of 
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Fig. 2.4: Calculated boundaries between 'wet' and 'dry' G t h  and between sublimation 
and deposition for the rimer (graupel), applicable to the laboratory studies of Takahashi 
(1978). Black (white) dots denote negative (positive) charge transfer to the rimer (graupel) 
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growth the graupel is experiencing. This is particularly important for modelling, since any 

additional calculations add to the computation time and therefore cost of a model run. 

A multitude of laboratory studies (Magono and Takahashi, 1%3; Takahashi, 1978; 

Hallet and Saunders, 1979; Gaskell and Illingworth, 1980; Jayaratne et al., 1983; Baker et 

al., 1987; Avila et al., 1988) have shown general agreement with the first experiments 

conducted by Reynolds, but there are still a few discrepancies. For example the charge 

reversal temperatures measured by Jayartne et al. (1983) and Baker et al. (1987) are much 

colder than those found by Takahashi (1978). The studies done by Reynolds (1957), 

Magono and Takahashi (1963% 1963b), and Takahashi (1978) however are self consistent. 

A more careful analysis reveals that most of the inconsistent studies were conducted at the 

UMIST (University of Manchester Institute of Science and Technology) laboratories which 

suggests that there may be some systematic error. , 
I ' -, 

The validity of Takahashi's results is supported by many observations of charge 

revirsaTane& the -100C isotherm, whereas UMIST studies generally have charge reversal 

temperatures near -200C. Also, Takahashi (1978) has explored the largest range of 

temperatures and liquid water contents. The data presented by Jayartne et al. (1 983) is the 

only other usable data set for the inclusion into a model. However, the data in this study 

uses effective liquid water content instead of liquid water content, and only explores 

relatively low values of effective liquid water content. This renders the results virtually 

useless for deep convection. For these reasons, the data acquired by Takahashi (1978) are 

used to parameterize the charging in the model. , : 7 ,. - 4 '.? 

.d 

.7, . 
4 

2.4 Previous Numerical Modelling Using Non-inductive Charging - 3 

,r) - . < ' 1  . . 
a i I  I 

In a conceptual model it is easy to visualize how the nog-&$&ctive s C  charging 
I 

mechanism would produce a charge dipole. At temperatures colder than the charge 
* +  

reveisal temperature, graupel will charge negatively and fall to establish a negative charge 



center near the observed level of about -100C. The crystals will acquire a positive charge 

and will be carried up in the updraft to fom the positive charge center. At temperatures 

warmer than the charge reversal tempera-, ice crystals will charge negatively and will be 

) 1 '  ' carried in the updraft to reinforce the negative charge center. The process is shown 

I <.' schematically in Fig. 2.5. 

'" s." Only a dozen or so investigators have attempted to model starm electrification. Of 

, these, only a handful have used non-inductive charging as a primary charging mechanism 

' ' (Kuettner et al., 1981; Tzur and Levin, 1981; Rawlins et al., 1982; Takahashi, 1984; 

' Helsdon and Farley, 1987; Rutledge et al., 1990). Only the studies using non-inductive 

charging will be addressed since they are of direct interest to this study. 
1 , . s A  Kuettner et al. (1981), Tzur and Levin (1981), and Rawlins (1982) explored the 

relative importance of non-inductive and inductive charging. The first two investigations 
1 

" used a one dimensional model, and Kuettner et al. was steady-state. The results indicated 

' ' ' ' that a $ombination of both mechanisms provided the most realistic simulation, but the non- 

e inductive process was the primary initial electrification mechanism. Because of the 

simplicity and limitations of the models, however, specific results were difficult to 

interpret. ' , . .. 
. 1  'I P 

Rawlins (1982) used a three dimensional, time dependent model which 

inc-td a simple bulk ice parameterization. He concluded that both the inductive and 

' non-inductive mechanisms were independently cap&l$-,of producing electric field 

breakdown within a reasonable period of time, provided that in the case of inductive 

charging that "the hail size spectrum represents relatively small particles and that the effect 

of multiple collisions of any ice crystal with more than one particle is discounted, i.e., 

when it is assumed that ice crystals are uncharged before impact", and in the case of non- 
6 2 - . - t o  

inductive charging that the product of ice particle concentration and charge separation per 
',. ! , " I  1 . 

' '  collision is greater than 7 PC per liter. The assumption that the small end of the hail size 

- 12: spectrum is representative of the small ice particles is questionable. Both charging 



Fig. 2.5: The non-inductive charging mechanism. At temperatures colder than the charge 
reversal tempcram, graupel charges negatively and falls to establish a negative charge 

, , n  center. Cloud ice acquires positive charge and is d e d  higher into the cloud to establish a 
1 1 .  region of positive charge. At warmer temperatures, cloud ice will charge negatively and 

will be carried in the updraft to reinforce the negative charge center. 



parameterizations ignore multiple collisions of charged particles since no information is 

available from the laboratory on the results of such interactions. A combination of 

observations and laboratory work indicate that charge separation should be orders of 

magnitude greater than 7 pC per liter. Assuming an ice crystal concentration of 100 per 

liter and charge separation per collision of 10 to 100 PC, the product is on the order of 103 

to 104 PC per liter. 

Takahashi (1984) is similar to the study presented here in two respects. The focus 

of the study is on the electrical difference between continental and maritime thunderstorms, 

and both this study and Takahashi's use a charging parameterization based on the same data 

(Takahashi, 1978). The modelling studies are different in that continental and maritime 

convective regimes are differentiated only by the cloud condensation nuclei concentration in 

the Takahashi study, while different characteristic thermodynamic profiles are used to 

initiate the model in this study. Therefore, the different dynamics (and subsequent 

feedback into the microphysics) of the convection is captured in this study. The model 

used by Takahashi is also somewhat limited since it is axially symmetric and constrained to 

a vertical domain of 8 km. 

The results of Takahashi (1984) indicated a two stage charging process. In the 

developing stage, large space charge due to gravitational separation of non-inductively 

charged graupel and ice appeared in the upper portions of the cloud, near the -300C 

isotherm. The graupel was charged negatively and the ice positively, as expected below the 

charge reversal temperature. In the second stage, positive charging of graupel that had 

fallen from higher levels occurred near the -100C isotherm. This is of course consistent 

with the charging expected above the charge reversal temperature. As the graupel near the 

-100C isotherm falls, a large pocket of negative charge is left at that level. This is 

consistent with observations. 

Another important study, primarily because it used the South Dakota Storm 

Electrification Model (the one used in this study) was conducted by Helsdon and Farley 



(1987a,b). The non-inductive charging parameterization used in the model for the study 

was a simple one value representation; only the sign of the charge transfer changed as 

determined by the charge reversal temperam. Inductive charging was explicitly included 

while convective charging was contained inherently in ion equations. The model 

represented an advance over Takahashi (1984) because the model was not axisymmetric, 

and the domain was larger while the resolution remained the same or increased. The results 

were also compared to in sinr aircraft measurements which provided excellent verification. 

Many aspects of the storm were simulated favorably. The overall electrical 

structure was simulated very well. A positive elecmc dipole developed in the model with 

electric potentials becoming near the dielectric strength of air close to the time that the first 

lightning was detected in the actual storm. The charge centers were atmbuted to the 

gravitational separation of graupel and less dense ice. The non-inductive process was 

determined to be essential in the initial electrification of the stonn. Inductive processes 

became active, but never surpassed the effectiveness of the non-inductive mechanism once 

a strong electric field had developed. A model run with only inductive charging failed to 

produce significant charging (the electric field remained below 3.2 kV m-I). The general 

success of the Helsdon and Farley studies was the primary reason that the South Dakota 

model was chosen as the model for this study (with only a few modifications in the 

charging parameterization to be described later). 

The role of non-inductive charging in the stratiform region of middle latitude 

mesoscale convective systems was investigated by Rutledge et al. (1990) using a one 

dimensional, kinematic (steady-state) and bulk parameterized mimphysical model. The 

charging parameterization was based on the laboratory studies of Jayaratne et al. (1983) 

and Saunders and Jayartne (1986). The data of Takahashi (1978) was not used since 

almost no information was presented for the low liquid water mntents that are typical in the 

stratiform e o n s  of mesoscale convective systems. The results of this study indicated that 

the stratiform region is capable of producing charge densities on the order of 1 C km-I 



within about one hour. Interestingly, an inverted dipole, with positive charge underlying 

negative charge, was simulated. This was attributed to the relatively warm temperatures in 

the region of high particle interactions. , , , n f . : F  +.... :. 

This thesis is significant for two reasons. First, this study represents only the 
t , I  

second direct numerical modcl comparisons between continental and maritime convective 
, d  4 '?' 

regimes and electrification. Takahashi (1984) modeled continental and maritime convection, 
;,At*. ,141 

but attributed the differences to cloud condensation nuclei concentrations. Thus, this is the 
I '  

fmt direct numerical model comparisons which include the effects of the dynamic 
: ? \  I 

differcnc<~between maritime and continental convection. Furthermore, the South Dakota 
a School of Mines and Technology Storm Electrification Model is better suited to study decp 

' tropical convection. The model is not axisymmetric nor limited in the vertical dimension as 
f 

was the case with Takahashi (1984). 3 

Also, this is only the swnd  modeling study which use a non-inductive charging 

mechanism that is based quantitatively, rather than qualitatively, upon laboratory studies of 

the non-inductive charging process. Previously, the South Dakota School of Mines and 
3 

Technology Stoxm Electrification Model (Helsdon and Farley, 1987b) used only one value 
4 1 

for the charge separated per collision and the sign was determined by the temperam. 
1 I ,  1 1  . h  1 ,  , 

" ' I 



CHARACTERISTICS OF WET SEASON CONVECTION AND SELECTED CASE 
STUDIES 

' Two distinct weather patterns, which depend on the location of the Intertropical 
3 r 

Convergence Zone (ITCZ) occur in the vicinity of Darwin during the wet season. The 

location of the ITCZ may be controlled primarily by sea surface temperatures (Emanuel, 
( 8. 

I '  1988) and tends to migrate across the Darwin region several times during the course of a 
". .  1 ,  

' typical wet season. The onset of the Australian Monsoon has been linked to the 40-50 day 
. . 

oscillation (McBride, 1983, 1987; Holland, 1986; Keenan and Brody, 1988; Hendon and 

'''' Liebmann, 1990). When the ITCZ is located to the south of Darwin, moist northwesterly 
, ' 

flow prevails over Darwin (the winter monsoon). The Australian monsoon is characterized 

by persistent cloudy skies and wide spread convection with embedded deeper convection 
e , c  . . 

(Rutledge et al., 1991). Generally, radar cloud top boundaries are below about 12 lan 

during the monsoon. When the ITCZ is located to the north of Damin, southeasterly 
9 4 1 - ,  

winds flow off the continent toward the monsoon trough and place D M n  in a continental 

airmass. This weather regime is often referred to as the "break period" (i.e., periods 
L 

during which the monsoon trough retreats northward). During qe EJ,T7.. be# period, deep 
$,'L 

isolated thunderstorms and squall lines form over elevated terrain to the Southeast of 
i, r 

Darwin. The convection is usually triggered by afternoon heating, or by the inland 
" 1 . 3 ~ ~ .  , .. . 

'. propagation of the sea breeze, and exhibits a strong diurnal - - - - .  cycle --. (Williams ...,. 9 p  and Rutledge, 
! * L  . 

1 990). . - 
, "f : r - -& '  b; I*..; , 

. *  8:. 
Composite (not smoothed) 0000 UTC soundings pave . ; X I  been ~ I P . * F ,  r; constructed for 

monsoon (1 7 soundings composited) and break period (1 97 soundings composi ted) 

' envir&hents to illustrate the general thermodynamic differences between the two (Fig. 



3.1). The most striking difference is the moisture profile; the average monsoon sounding 

is nearly saturated through the depth of the troposphere while the break period is below 

water saturation at all levels. The lapse rate of both soundings exhibit three different 

regions of stability. In the lowest few hundred hectopascals, the lapse rate is conditionally 

unstable. Between about 700 hPa and 400 hPa, the lapse rate is moist adiabatic, and above 

400 hPa the lapse rate is absolutely stable. 

Because the composite is an average of mollling soundings (local time), the effects 

of afternoon heating are not represented. In the break period cases, the boundary layer 
. , generally becomes well mixed and develops a nearly constant potential temperawe layer. 

f *. - 
Usually the saturated (cloudy) conditions in the monsoon cases does not allow for nearly as 

A 1-4 1 , I  

much surface heating. Furthermore, any mixing of the saturated boundary layer produces 

' ' clouds which results in a constant equivalent potential temperature profile instead of a 

' 9 constant potential temperature profde as ~II t f i ~  case of the break period environments. The 

end result is that the monsoon convection has less energy available and is generally less 

vigorous than the break period convection. Statistics from the composite soundings reveal 
. > . , h  

other differences (Table 3.1). Most notable among the differences are the mean relative 
J r 

humidity, CAPE, level of free convection, and precipitable water. 
- : L .  , , 

' '"""~esi&s the composited soundings, environmental differences between the 
' -F',I , . ' 

m o n b n  and break period arc well illustrated by time series plots of 850 hPa wind, 24 . 
hour cumulative rainfall at Darwin, and CAPE for the two seasons of DUNDEE (Fig. 3.2). 

', .. - Following Holland (1986) the onset of the Australian Monsoon at Darwin is defined by the 

A n , ' & .  ' "existence of westerlies at 850 hPa (Fig. 3.2a). A total of six monsoon periods were 
q :  , . I:&# 

documented during DUNDEE--thm in the fyst season and three in the second. CAPE was 

observed to be near minimum values during periods of westerlies at 850 hPa (Fig. 3.2a). 
t t; I 

In addition, heavy precipitation is well comlated with the monsoon except for the frst 
J ' f ) I  

westerly event during the second season of DUNDEE (Fig. 3.2b). Even though the 
L - I 

I ,  . , , v . " : 'P .b  . j 
monsoon enviroMegt" shows a minimum in CAPE, it is a prolific producer of rain. 



Fig. 3.1: Composite 0000 UTC soundings of the monsoon and break period. 



Table 3.1: Statistics from the OOOO UTC composite monsoon and break period soundings. 

COMPOSITE MONSOON 
0.0 Jkg- 1 

35.0 Jkg-I 

0 . 0  

885.0 hPa 

885.0 hPa 

2.40 inches 
29.5 OC 

4844.6 m 

(COMPOSITE BREAK 
CAPE 
ENERGY TO FORM MIXED 
LAYER 
VERTICAL VELOCITY AT 
EQUILIBRIUM LEVEL 
CONVECTIVE 
CONDENSATION LEVEL 
LEVEL OF FREE 
CONVECTION 
PRECIPITABLE WATER 
CONVECTIVE 
TEMPERATURE ,. 
FREEZING LEVEL 

1193.7 Jkg-1 
253.1 Jkg-1 

48.9 ms- 1 

8 10.0 hPa 

8 10.0 hPa 

1.74 lnches 
36.4 OC 

4973.5 m 
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Fig 3.2a: Time series of the 850 hPa wind and Convective Available Potential Energy. 



24h Rainfall Darwin Airport 

24h Rainfall Damin Airport 
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1 12 23 34 45 56 67 78 89 100 112 
Day Number from 1 Nov 89 

Fig. 3.2b: T im series of the 24 hour cumulative rainfall at Darwin Airport. 



In contrast to the monsoon, break period convection is extremely vigorous, often 

reaching heights up to 18 lan and containing updraft cores that may exceed 40 dB2 above 

12 km (Williams et al., 1990). The CAPE in the break period environment is 

comparatively high (commonly over 2000 J kg-1). Soundings tend to be conditionally 

stable as a result of a very hot and moist boundary layer usually capped by the trade wind 

inversion that separates the boundary layer air from the dry air aloft. The break period 

convection also tends to be highly electrified with lightning flash rates that sometimes 

exceed 60 rnin-1. Precipitation can be intense at times, but occurs over local areas and is 

ephemeral in nature. Convection is often organized in clusters of deep isolated convective 

cells or in squall lines which resemble the middle latitude systems. 

Assuming a non-inductive charging mechanism, Williams and Rutledge (1990) 

presented a scaling analysis that attempts to explain the correlation between CAPE and 

lighting rates (Fig 3.3). The following assumptions go into the model: 

graupel is the dominant precipitation type in the cold part of the cloud 

the terminal fall speed of graupel is proportional to the square root of its diameter. 

the graupel is spherical so that the mass is proportional to the cube of the diameter 

and the radar reflectivity is proportional to the sixth power of the diameter. 

the particle balance level (where the terminal fall speed is equivalent to the vertical 

velocity) is within the mixed phase region of the cloud. 

all the CAPE is converted into kinetic energy and all motion is vertical. 

The above assumptions lead to the following scaling relations using the notation where W 

is vertical velocity, VT is the terminal fall speed of graupel, D is the graupel diameter, Z is 

radar reflectivity, and M is the mass of ice: 



Fig. 3.3: Time series of Convective Available Potential Energy and lightning rates. 
\ .< 



Relations 3.1 through 3.4 may ?x combined to yield the final relationships: 

The last two equations show that moderate changes in CAPE will W u c e  large changes in 
I-*. . 

cloud ice mass and even larger changes in radar reflectivity. The ice -s is critical in the 

non-inductive charging mechanism. An increase in ice mass can be interpreted as an 

increase in ice concentration and consequently an increase of ice-ice interactions. As the 

frequency of rebunding ice collisions increases, the electrification rate will proportionally 

increase. Electrification may be further enhanced in the high CAPE cases by an increased 
. I 

supply of supercooled water produced in the corresponding areas of high updraft 

velocities. The numerical modelling studies presented in the following chapters will be 

used to give quantitative estimates of the cloud ice mass, kinetic energy, and electrical 
-.. - 

charging rates. 

3.1 Break Period Case Study: 19 January, 1990 

The thermodynamic prof11e (Fig. 3.4) and corresponding statistics (Table 3.2) from 

the morning sounding (0000 UTC) taken at Darwin on 19 January, 1990 show that the 

environment was in a state characteristic of the break period. The CAPE of 1910 Jkg-1 is 
, ' I  . ' . A ,: \ L  
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Fig. 3.4: Thermodynamic sounding taken 0000 UTC 19 January, 1990 at Darwin. 



Table 3.2: Statistics from the 0000 W C  19 January, 1990 Darwin sounding. 

. , 
I , '  . 

I 

CAPE 
ENERGY TO FORM MIXED 
LAYER 
VERTICAL VELOCITY AT 
EQUILIBRIUM LEVEL 
CONVECTIVE 
CONDENSATION LEVEL 
LEVEL OF FREE 
CONVECTION 
PRECIPITABLE WATER 
CONVECTIVE 
TEMPERATURE 
MEAN U-COMPONENT 
LOWEST 2 KM 
U-COMPONENT AT 
EQUILIBRIUM LEVEL 
FREEZING LEVEL 

BREAK PERIOD: 19 JAN 90 
0000 UTC SOUNDING 

1910.2 Jkg-1 
293.1 Jkg-1 

61.8 ms-1 

812.0 hPa 

812.0 hPa 

2.15 inches 
37.6 OC 

0.9 ms- 1 

-19.6 ms-1 

5493.3 m 



well above the average break period environment of 1194 Jkgl. The wind structure is also 

typical of the break period with easterlies at low levels and westerlies aloft. 

Soundings were taken later in the day near Koolpinyah, were the MIT radar was 

located (Fig. 3.5) at 0330 UTC and shortly after 0600 UTC. The fmt of these soundings 

(Fig. 3.6) shows a much stronger cap than in the Darwin 0000 UTC sounding. The 

energy (971 kg1) required to mix out the lowest 100 Wa contributes to the extremely low 

CAPE value of 43.2 ~ k g l .  Additional sounding statistics for this sounding are shown in 

Table 3.3. The moisture profile is essentially identical to the Darwin sounding. 

After a few more hours of heating, the 0600 UTC sounding indicates that the 

nocturnal inversion is virtually eliminated and the CAPE has increased to 879 Jkgl (Fig. 

3.7 and Table 3.4). As the convective cape eroded away, weak convection began to form 

near 0552 UTC as indicated by M I '  radar surveillance scans. This radar data is not 

presented since it is not of significant importance. 

The MIT radar operators log entry at 0613 UTC reports visual confirmation of a 

small cell forming 10 km to the north. A sector scan taken at this time indicates that the 

convection is slightly more than a small cell. A 1.5 km CAPPI (Constant Altitude Plan 

Position Indicator) shows three regions or cores of reflectivity exceeding 40 dB2 (Fig. 

3.8). The largest one located directly to the north of the radar is presumably the one 

mentioned in the observer's log. Because of the proximity of the cell to the radar, high 

elevation information is lost in a "cone of silence". However, a vertical cross section 

through the northern cell (00 azimuth from the radar) shows that the 40 dl32 echo extends 

at least to 6.5 km (Fig. 3.9). 

An RHI (Range Height Indicator) was taken at 00, and 1 8  azimuth at 0620 UTC 

(Fig. 3.10). By this time the 40 dB2 echo extended to near 8 km, well above the freezing 

level of 5.3 km. The echo tops arc near 13 km. An entry in the MIT radar operators log at 

0624 UTC is consistent with radar observations. Tops to 13 km and reflectivities of 30 



Fig. 3.5: Map of the DUNDEE region showing location of radars, sounding sites and 
other instrumentation. 



Fig. 3.6: Thermodynamic sounding taken 0330 UTC 19 January, 1990 at Koolpinyah. 



Table 3.3: Statistics from the 0330 UTC 19 January, 1990 Koolpinyah sounding. 

h 

L 

CAPE 
ENERGY TO FORM MIXED 
LAYER 
VERTICAL VELOCITY AT 
EQUILIBRIUM LEVEL 
CONVECTIVE 
CONDENSATION LEVEL 
LEVEL OF FREE 
CONVECTION 
PRECIPITABLE WATER 
CONVECTIVE 
TEMPERATURE 
MEAN U-COMPONENT 
LOWEST 2 KM 
U-COMPONENT AT 
EQUILIBRIUM LEVEL 
FREEZING LEVEL 

BREAK PERIOD: 19 JAlV 90 
0330 UTC SOUNDING 

43.2 Jkg-1 
971.3 Jkg-1 

9.3 ms-1 

650.7 hPa 

650.7 hPa 

NOT AVAILABLE 
45.3 OC 

-5.8 ms- 

-12.5 ms-1 

5515.8 m 
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Fig. 3.7: Thermodynamic sounding taken 0630 UTC 19 January, 1990 at Koolpinyah. 



Table 3.4: Statistics from the 0630 UTC 19 January, 1990 Koolpinyah sounding. 

CAPE 
ENERGY TO FORM MIXED 
LAYER 
VERTICAL VELOCITY AT 
EQUILIBRIUM LEVEL 
CONVECTIVE 
CONDENSATION LEVEL 
LEVEL OF FREE 
CONVECTION 
PRECIPITABLE WATER 
CONVECTNE 
TEMPERATURE 
MEAN U-COMPONENT 
LOWEST 2 KM 
U-COMPONENT AT 
EQUILIBRIUM LEVEL 
FREEZING LEVEL 

> 
BREAK PERIOD: 19 JAN 90 

0630 UTC SOUNDING 
878.8 Jkg- 1 

3.1 Jkg-1 

41.9 ms-1 

908.8 hPa 

908.8 hPa 

NOT AVAILABLE 
32.2 OC 

-6.7 ms- 1 

NOT AVAILABLE 

5384.9 m 



19 JAN 90 0612 UTC REFLECTMTY AT 15 KM 
20 225 25 275 30 325 35 375 40 

M M 

175 171 

15 15 
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25 2.5 

0 0 
20 225 25 275 325 35 375 40. 

Fig. 3.8: A 1.5 km reflectivity CAPPI (Constant Altitude Plan Position Indicator) taken at 
06 13 UTC. The MIT radar is located at x=27 km, y=7 km). 
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19 JAN 90 0512 UTC VERTICAL SLICE X=X) D@z 
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Fig. 3.9: A vertical slice of radar reflectivity through the 0613 volume scan (Fig. 3.8) 
taken at x=30 km. 



19 JAN 90 0620 UTC RHI AT 00 DEGREES AZIMUTH 
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Fig. 3.10: RHI (Range Height Indicator) reflectivity scans taken at 0620 UTC at 0 and 10 
degrees azimuth. 



dB2 are noted as high as 10 km. Rain was also reported to begin falling at the radar site at 

this time. 

Unfortunately there is gap in the radar and log data of approximately 15 minutes 

beginning after the RHIs were completed. A log entry at 0636 UTC reports 18 km tops, 

20 dB2 echoes up to 17 km, and a lightning flash rate of at least 20 min-1 based on 

thunder. The flat plate antennae recording the vertical electric field at the MlT radar site 
1- 

+ ,  

indicates'that electrical activity was intense at this time (Fig. 3.1 1). Also from Fig. 3.1 1, 

. significant perhubation of the fair weather electric . -. indicating the onset of significant cloud - .. . . .. 

charging, and the first lighting event can be determined. These occurred at 0619 UTC and 
- 

--  - 
0624 UTC respectively. % * * I - -  

.- - . %  

A volume scan was taken at 0637 UTC while the cell passed over the radar. A 

CAPPI at 1.5 km shows an extensive region of reflectivity greater than 40 dBZ, with some 

regions in excess of 50 dB2 (Fig. 3.12a). The cell to the west-southwest of the radar was 

mggered along the outflow boundary of the northern cell (Fig. 3.12b). Echoes in excess 

of 50 dB2 extending above 5 km are indicated (Fig. 3.13). Once again, because of the 

proximity of the storm to the radar, the data becomes scarce at the high elevation angles. 

However, the 20 dB2 echo mentioned in the log at an altitude of 17 km is apparent in the 

17 km CAPPI (not shown). f $ .  . - 
1 ;3, 

.. Based on further log ekies, thc'syst& wealeis only slightly as it moves south, 

maintaining a 30 dB2 echo up to 16 km and an echo top of 17 km through 0650 UTC. 

After this h e ,  the cell collapsed as rapidly as it formed: Tops fell to 14 or 15 km and the 

30 dB2 echo dropped to only 6 km by 0658 UTC. The flash rate decreased to only 1 or 2 

min-1. 

In summary, the chronological history of the storm is as follows and is also 

schematically shown in Fig 3.15: 

0600: Convection begins. CAPE is near 880 kg1. 



Fig. 3.1 1: Recording of the vertical electric field at the ha radar site on 19 January. 
1990. 



HORIZONTAL DISTANCE (KM) 

Fig. 3.12a: Same as Fig. 3.8, but at 0637 UTC. 



JAN 90 0636 UTC -- VELOC\TY A 1.5 Kli' 
27 

HORIZONTAL DISTANCE (KM) 

Fig. 3.12b: Sarm as Fig. 3.12a, but for velocity. 

46 



19 JAN 90 0636 UTC VEF?TiCAL SLICE X=32 Dsz 

HORIZONTAL DISTANCE (KM) 

Fig. 3.13: A vertical slice of radar reflectivity through the 0636 volume scan taken at x=32 



0612: Convection is sighted visually 10 km to the north. Radar shows echoes in 

excess of 40 dB2 at low elevations. 

0619: charging begins 

0620: RHI shows 40 dB2 echo as high as 8 km and tops near 13 km. 

0624: First lightning 

0625: Rain begins falling at radar. 

0636: Storm matures. 18 km tops, 20 dBZ up to 17 km. Flash rate 20 min-1. 

based on the flat plate antennae. 

0650: Cell changes very little through this time. 30 dB2 to 16 km. Tops to 17 

km. 

0658: Convection dies rapidly. 30 dl32 to 6 km. Tops at 14 Irm and flash rate 

only 1 or 2 min-1. 

3.2 Monsoon Case Study: 12 January, 1990 

The limited number of monsoon events available made it very difficult to select a 

case that was "average" or had all the representative features of a typical monsoon. In all 

cases, one or more atuibutes seemed to be absent or compromised. For the 12 January, 

1990 case that was selected, the tropospheric wind structure was initially atypical, but later 

switched to northwesterly flow. As will be shown, most of the other features were nearly 

average or typical of the monsoon. 

A regularly scheduled sounding was taken at Darwin at 0000 UTC, 12 January, 

1990. The nearly saturated thennodynamic profile, and easterlies aloft indicate conditions 

characteristic of the monsoon (Fig. 3.14). The monsoon trough (ITCZ) was located to 

north at this time resulting in the uncharacteristic easterly flow at low levels. The trough 

- 3 .  

passed through Darwin later in the day and the lower tropospheric winds switched around 
.I .i 

to northwesterly, as evidenced by the sounding taken at 0330 UTC (Fig. 3.15). 



Fig. 3.14: Thermodynamic sounding taken 0000 UTC, 12 January, 1990 at Darwin. 



Fig. 3.15: Thermodynamic sounding taken at 0330 UTC, 12 January, 1990 at 
Koolpinyah. 



The thermodynamic statistics and overall thennodyn~~s~c~_a;sociated with 

the 0000 UTC sounding (Table 3.5) are very similar to those of the average monsoon cases 

(Table 3.1). The CAPE is noticeably larger (i.e., 319 J kg1 instead of zero), but is still 

small in absolute terms and certainly much less than the average break period CAPE (1 194 

J kg-1). Below about 700 hPa, the sounding is conditionally unstable. Above this layer 

the sounding is approximately moist adiabatic up to about 400 hPa, .+ , and . _-.. slightly stable 
f;: , .;J - 

above 400 hPa. This profile is characteristic of both the average monsoon arid break period 
.v. N 2" 

I . .  . .", convection. 
I .  I .. . 

U .  - 4 ' 4,; 1 ': *<. 

The MIT radar recorded two convective systems during the day. At 0340 UTC 

radar echo tops were near 10.5 km (Fig. 3.16a). The highest reflectivity values were near 

40 dBZ and extended to a depth of only about 5.0 km and orientated in a northwest to 

southeast line (Fig. 3.16b). A sector scan taken at 0355 shows that the convection was 

- moving southeast at about 10 ms-I (Fig. 3.17a). The reflectivity structure remained similar 

to the previous time (Fig. 3.17b). - .A 

t - - -* - A mok organized and vigorous squall line passed through the radar coverage area 

between 0730 UTC and 1010 UTC. This system was studied in detail by Keenan and 

Rutledge (199 1). A 3600 volume scan at 1010 UTC highlights a northeast to southwest 

line of convection with low level echoes (up to near 5 km) slightly in excess of 40 dB2 

(Fig. 3.18). There are indications of a transition zone and trailing stratifom re@on similar 

to the structure seen in middle latitude mesoscale convective systems (Houze et al., 1989). 

A bright band at 4.25 km is clearly evident. Another volume scan was taken at 1020 UTC 

(Fig. 3.19). The convection is still organized into a weak squall line and has propagatd to 

the southeast. 

The electric field trace for the day indicated very little electrical activity (not shown). 

There were no lighming flashes recorded by the flat plat antennae which is consistent with 

the amwnt of activity expected during the monsoon. Also, there wen no cloud-to-ground 



Table 3.5: Statistics from the 0000 UTC, 12 January, 1990 Darwin sounding. 

, , -  . *, I .  I _ 
, , . . . . 

. . '.A 

' ; I 1' ,!..,.. 
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CAPE 
ENERGY TO FORM MIXED 
LAYER 
VERTICAL VELOCITY AT 
EQUILIBRIUM LEVEL 
CONVECTIVE 
CONDENSATION LEVEL 
LEVEL OF FREE L .- 

CONVECTION 
PRECIPITABLE WATER 
CONVECTIVE 
TEMPERATURE ,, , +& 

MEAN U-COMPONENT 
' 1  LOWEST 2 KM ‘.l'r L % : 

U-COMPONENT AT 
EQUILIBRIUM LEVEL 
FREEZING LEVEL 

MONSOON: 12 JAN 90 
0000 UTC SOUNDING 

313.8 Jkg-I 
I '  . r  90.2 Jkg-1 .< 

25.1 ms-1 

881.0 hPa 

- 881.0 hPa 

2.5 INCHES 
31.1 

-1.8 ms-1 
A 4 I . - ':.- % - , Y 

-7.4 ms- 1 

5174.5 m 



12 JAN 90 0340 UTC VE3TICAL SLICE X=25 DBZ 

HORIZONTAL DISTANCE (KM) 

Fig. 3.16a: Vertical slice (x=25 km) through the volume scan taken 0340 UTC, 12 
January, 1990. 



12 JAN 90 0340 UTC REFLECTMTY AT 1.5 KM 
10 15 20 25 30 35 40 45 50 

ic 

3 
w 

HORIZONTAL DISTANCE (KM) 

Fig. 3.16b: A 1.5 lan CAPPI taken at 0340 UTC, 12 January, 1990. The MIT radar is 
located at x=27 lan, y=7 km. 



12 JAN 90 0355 UTC 

HORIZONTAL DISTANCE (KM) 
, -..a 

. . * , f 4 ;  . ; i  ' . . ( \ * , j i k  

I' f .  - 
Fig. 3.17a: Saxhe as Fig. 3.16b, except at 0355 UTC. 



12 JAN 90 0355 UTC VETTICAL SLICE X=% D6Z 
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Fig. 3.17b: Same as Fig. 3.16a except at 0355 UTC and at x=35 km. 



Fig. 3.18a: Same as Fig. 3.16b, except at 1010 UTC. 



12 JAN 53 1020 UTC VERTICAL SLICE X=OO DBZ 

HORIZONTAL DISTANCE (KM) . . 

Fig. 3.19b: Same as Fig. 3.16a, except at 1020 UTC and at x=O km. 



flashes worded by the LLP (Lightning Location and Protection, Inc) network within a 50 

krn radius of the MIT radar site from 0300 UTC to 1200 UTC. 

No documentation of the complete life cycle of the systems was recorded on this 

day. Because of this, the generally poor organization of the convection, and limitations of 

the numerical model, a decision was made not to try and explicitly model the monsoon 

convection. Instead, using the 12 January, 1990 sounding, an attempt was made to 

simulate convection which resembled or had the characteristics of the convection that was 

observed on this day. This is in direct contrast to the break pejj+oS1 Case of 19 January, 
! I  1990 where the actual storm was simulated. . ,3 ' ! , -*J. , i j  

b' " The important features to keep in mind for the monsoon case are:. ,. , , . I' 

A nearly saturated thennodynamic profile typical of the "average" monsoon. 
- 

Low CAPE (314 kg1) : a 4 f* ., 1 I{ 

3 ' : ;  
An initial low level wind structure not usually associated with the monsoon 

(easterlies instead of westerlies). r 
I - *. I . , , -  t4 ' A', . 

Reflectivity values seldom exceed 40 dB2 above about 5 km. Radar echo tops 

are generally less than 10 km. 

No lightning activity. 

. / 4  ,. . ' . it.'.. ' j 
\. , 

, . -.?n . .-, . . '. <i  . 
_I . . !' 

.,. . -  ' , t.- ' 1 , :  .> ' .:.. , . .,, , * 



, ,  , , ,  , . ,-:. , . , 1 -  . , : . I:> , . , - ,  
* '  . -. , .  ! i '  . , i 

CHAPTER IV 
4 :  ,' :, . ' , ' !  > ,; ? - ~. 

I , \ . - : .  .y\:; ; ,, ;.l-;,.;,'*.,ia 
. . 

.- .\, ' 
,, :?D,., . -\+ . ",$,,.I . .:,),.;-! .<,. ,;, 

MODEL DESCRIPTION 
.* . - + ;  '-!I .<:; . > -  ,:. , ,, 

,. r,..1 The numerical model used in this study has evolved over the last twenty-five years 

'.'!:I l l i  from the one constructed by Orville (1965) to study cumulus convection. The dynamics 

: , j :  - '  : are represented by a vorticity equation and a density weighted stream function similar to 

those described by Takeda (1971), Schlesinger (1973a,b), and Ham (1975). Subgrid 

scale mixing is represented using nonlinear eddy coefficients =,- . as described by Drake et a1 

"' (1974). The thermodynamics are not addressed- but arr coupled to the dynamics and 

microphysics. The dynamic coupling is addressed by Schlesinger (1973). The coupling of 
i f  "' the thermodynamics and microphysics is presented by Lin et al., (1983). The reader is 

referred to Appendix A: List of Symbols for an explanation of the notation used in the 
?-,; ' ., 

. , equations in this chapter. ,,I::*. :., .s . ., :: , . , , : ., , . . . . ,  , .  

4.1 Dynamics 

The dynamical equations used in the model are based on a density weighted 

streamfunction and vorticity equation. These may be derived by first considering the 

following approximate forms of the momentum equation (in two dimensions) and the 

continuity equation: 



Note that the effect of precipitation loading Q on the buoyancy is accounted for in 4.2. A 

stream function wil l  satisfy the continuity equation if it takes the form 

A density weighted vorticity is then defined by, 
% , .  ., ' , - , L. ,< .  . . i  

Through cross differentiation of 4.1 and 4.2, and using the continuity equation (4.3) and 

the definition of the stream function (4.4 and 4.5) a vorticity equation is obtained: 



The velocity fields are diagnosed by first integrating the vorticity equation (4.7). 

Then equation 4.6 is inverted to obtain the stream function. Finally, equations 4.4 and 4.5 

are used to compute u and w. The horizontal pressure gradient is determined from the 

horizontal equation of motion. 

4.2 Microphysics Without Electrification 

The microphysical framework of the South Dakota cloud model manages cloud 

water, rain, cloud ice and precipitating cloud ice (graupel and hail will be used 

interchangeably) using standard bulk microphysical techniques. Water vapor, of course, 

provides the initial source of hydrometeors and constitutes the fifth class of water 

substance. Cloud water and cloud ice are assumed to have negligible terminal velocities 

compared to the vertical velocity of the air and the other hydrometeor classes. Fig. 4.1 

provides a flow chart summary of the interactions which are represented. 

4.2.1 Conservation of Water Substance and Parameterization of Precipitation Fields 

Water substance must be conserved. In general this requires 



I WATER VAPOR 
A 

Fig. 4.1: Cloud physics processes simulated in the model. See Appendix A for an 
explanation of the symbols. 



The terms on the right-hand side of the above equations represent the advection, subgrid 

scale mixing, production terms, and precipitation of hydrometeon in that order. 

The three precipitating categories rain, hail, and snow are represented by Marshall- 

Palmer distributions, 

a4 

By integrating the third moment of these distributions with the density of the species, a 

diagnostic equation for the slope can be obtained as a function of the mixing ratio given 

The mass weighted fall speeds of rain, graupel, and snow are computed following 

Srivastava (1967) where 

and VD is based on empirical relations determined by the laboratory studies of Gunn and 

Kinzer (1949), Wisner et al. (1969), and Locatelli and Hobbs (1974). After integration, 

the terminal velocities take the form: 



4.2.2 Source and Sink Terms for PS 

The continuity equation for PS may be written 

ps = p,, + P S A a  + P S A W  + psm + psn + S,(P, + PM,) 

if the temperature is below hezing. Equation 4.18 reduces to 

' :i * . . 
.- 

if the t e e ~  is above freezing. Delta is nonzero for temperatures below freezing and 

is defined as  follow^: 



1, forq,+q,>f) 
sl={ 0, otherwise 

I ,  for q, and q, < lo4 g g-l 
otherwise 

1, for q, < 1 04g g-I 
6, = { 0, otherwise 1 

The following terms in the sortrcelsink equation fm snow (equation 4.18) are based 

on a continuous collection model and take the following fcnms: 



7 ;  c ' I -  

The collection efficiencies between snow and other ice species (ESI and ks) are 
L .  ' ,z  A 

temperature dependent while all the other collection efficiencies involving snow are 
- 3  'U ,A ,- 

arbitrarily set to unity. 
- 

. # f  

The terms &R and PR~CI  are peculiar in that they can be either sources for snow 

or graupel (but not both simultaneously). The mixing ratio of rain is the determining factor 

in placing the production terms appropriately. The reasoning is that if the mixing ratio of 

rain is below some threshold value (taken to be g gl) then raindrops are most likely 

small enough to form particles of a density more closely related to snow. On the other 

hand, rain mixing ratios above the threshold value are assumed to form relatively high 

density particles with a closer resemblance to graupel than snow. An example of this is a 

large raindrop (i.e., a rain drop in a region with a high mixing ratio) freezing due to contact 

nucleation to form a small hailstone. 

The terms representing the accretion of cloud water and rain, PSACW and PsAc~,  

although not explicitly appearing in the sourcelsink equation for snow above freezing 

(equation 4.19), contribute to changes in the snow concentration for temperatures above 

freezing. The processes appear as terms in PSMLT where they represent the shedding of 

water to fonn rain and an increase in the melting rate by conduction of heat from the 
2 .  

. " ?  
warmer water to the colder snow. The exact form for PSMLT is: . . 

.z 
3 .  ' -c I f ,  *a ,. 



, . , ; The depositional p w t h  rate of snow, PSDEP bears close resemblme to the PSMLT 

term since it also includes ventilation effects. The equations differ in that PSDEP also 

includes the effect of supersaturation. The equation for P s ~ ~ p  is based on the work of 

Byers (1965) and is given by:, , .I ,P, 

d E .  . . '  <' 

where 
? . . . r .  I .  

It should be noted that PSSUB is PSDEP with the only difference being that PSDEP operates 

in -ypatcd I air and P s s m  operates outside the cloud boundary. 

Of the remaining four source/sink snow terms two arc based on the autoconvenion 

ideas of Kessler (1%9) for cloud drops colliding and coalescing to form rain. A fraction of 

cloud ice above a threshold value is assumed to aggregate to fonn snow, and a fraction of 

snow above a theshold value is assumed to aggregate to form graupel according to the 

following equations respectively: 



Finally the t m  representing the Bergerm-Findcisen process are given by 

and have been developed after the works of Orville and Kopp (1977) and Hsie er al. 

4.2.3 Production Terms for Graupel k , 

ii 
. -- 

I c I t' . . < - i 
The graupel production rate is given by 

r *  , , : c  ' 

. . , !  2 , : .  * , < . ,  , 
, . , .  . .' . " . . . - , . - . . 

I ' . ,.! 1 L 
for T(rg , and . J ,, . s , 

for T2To. 



The terms P G A ~ ,  PSACR, P R ~ C I ,  &R, and PGACS have already ken  discussed in the 

context of snow production. 

The growth rate of graupel by accretion of water substance is taken as the lesser of 

the two terms PGDRY and P G W ~  Both terms are functions of PGACW, PCACI, and POACR. 

In the case of dry growth, PGDRY is given by 

PGDRY = PGACW + PGACI + PGACR + PGACS 

The mms on the right side of equation 4.37 a~ based on a continuous collection model and 

arc given by 

The term has already been discussed and is described by equation 4.20. 

'Ihe equation f a  wet growth of graupel includes thermal effects and is written 



following the work of Musil(1970). As will be discussed in the section - describing -. . rain 

production, Pcm can also be a source of rain by the shedding of water. 

Immersion freezing of rain (Bigg freezing) is described by the equation 

after Bigg (1953). 

The sublimation of graupel is very similar to that of snow (equation 4.29). It may 

be written as 

The melting of graupel is similar to that of snow and is based on a balance between 

latent heating and thermal conduction including the effects of ventilation. Like PSMLT, 

PGMLT can also serve as a source of rain through the shedding of water. PGMLT is given by 



#'I ; . . > 

4.2.4 Production Terms for Rain .. , ;"'>, . : 

, a , - . .  .A 
.I., .. ! 

I < , . f~.:,?:,:?. - ,..- ; . . : . I . .  , .  

Lilce snow and graupcl the production of rain can k expressed as a summation of 

individual sourcelsink processes: 

The autoconversion of cloud water to rain is as usual based on a threshold value. The 

expression is written 
9 6  

I : . -  + !  r: *? C , 

I - . .  The accretion of cloud water by rain is determined by a continuous collection model 

so that 
' . < 

The evaporation rate of rain is governed by diffusional growth. This process is described 

by Bym (1965). The appropriate equation is 



As previously mentioned, the term P o w  can also serve as a source of rain. The shedding 

of water to form rain is considered active if the collected water cannot be frozen. The actual 

amount of water shed is given by 

.. , > - I.* T # 

, ,.'*' # . . 
+ c  ' . 13t: +. . ,. 

."-' with the values of &I and EGS being set to 0.1 in PGAQ and PGACS respectively. If the 
,. I , 

' I .  right hand side of equation 4.5 is negative, that amount is shed as rain water. 

The remaining terms in equation have already been discussed in either the section 

describing the production of snow or graupel. A more complete discussion of all the 

production terms can be found in Lin et d. (1983). 
. .i 

I : l .  4.2.5 Production Terms for Non-precipitating Fields 

.,. .-, Using the conservation equation 4.8 for non-precipitating fields and expanding out 

e i .  . .  , the production tams for snow, graupel, and rain the effect of various P terms on water 

-,':, .,. vapor, cloud water, and cloud ice can be seen. 
:.if,: 

Water vapor is depleted by the depositional growth of snow and graupel, and 

crcated by the sublimation of snow and graupel as well as the evaporation of rain. Cloud 

water is depleted by accretion on snow, graupel, and rain, through autoconvmion to rain, 

and by the Bergeron-Findeisin process. Cloud water and cloud ice is created when 



/ ' &nation conditions arc exceeded (Ogura, 1963; Orville and Kopp, 1977) and in the case 

of cloud ice, when the temperature is simultaneously below freezing. Cloud ice is depleted 

8:: . by auto-conversion processes, accretion by rain, snow, and graupel, by the Bergeron- 

Findeisen process, and by instantaneous melting at temperatures above freezing. At 

temperatures below -@c, all liquid water is bzen  and becomes a some for ice through 

homogeneous nucleation (&oM) At temperatures between @C and -&, ice is created 
.;c '-;A,, z .r 

in concentrations dictated by Fletcher's curve (Fletcher, 1962). , 
s ., zJ . , 

C i  ! ; : < , .;. r - 7- 3 

€ * * 

4.3 Electrification Microphysics 

- ., ., 

Graupel, rain, cloud ice, Ad cloid'kater can all carry charge. Free ions are also 

permitted in this model as described in the next section. Charge is transferred from one 
. '3 

class of hydrometeors to another through any of the microphysical processes described in 
'" ,.t 

the previous &tion dwell as through non-inductive and ion interactions. In general the 
v .  .. 1 * 

charge conservation equation for a species i is :* -. -.t 

, - I.. : 

.. - 

The terms on the right hand side of 4.51 are respectively, the horizontal and vertical 

. , advection I ; r L  of charge - = I  in or out of the grid cell, subgrid scale mixing by turbulence, and a 

r i .  
term that represents interactions between different classes of hydrometem or ions. The 

last term is the hydrometeor charge interaction t m  and is most significant in this study: 

The non-inductive charge parameterization is embodied in this term. For this reason, the 

next subsection will be devoted to a discussion of the non-inductive contribution to this 

term. _ .  , The a contribution of ionic diffusion wil l  discussed in subsection 4.3.2 Ion Physics. 
1 .  . I 



4.3.1 Contribution of Non-inductive Charging in the Hydrometeor Charge Interaction 
. -, , 

Term , ,, , 

The charge transferred in a collision between two particles can be written as 

The variable A takes into account the effects of preexisting charge on the padcles (i.e., 

charge cancellation), and AQ represents the charge transfer due to non-inductive charging. 

In this study, AQ is based on the laboratory study by Takahashi (1978). 

The values of dQ are dependent on liquid water content and temperature, and are 

determined from a table which was constructed by interpolating the data from Fig. 2.3 of 

Takahashi (1978) to a grid in liquid water content-temperature space. At temperatures 
, 

colder than -350C where no laboratory data was available, the values of charge transfer 

were taken as those at -350C. This assumption should have only minor effects since no 

large values of liquid water content are expected at those cold temperatures. Furthermore, 

no water exists at temperatures colder than -400C, and the charging goes to zero. The 

inclusion of a non-indwc gharging "look up" table based on Takahashi (1978) represents -. 
I X  " 

an improvmrnt over the previous parameterization where the magnitude of AQwas a 

constant and the sign changed at a constant temperature regardless of the liquid water 

content. 

, The value of charge transfer is integrated over the volume swept out per unit time to 
, * 17 WIU, 

account for multiple intqxti~ns . . . . . , ,  @I a time . step: 
I .*:7'! ,.! '1 'r, a. *< -9.- ' <  ;., , , ! ,)Jj,;, . -? . . II .\ 



( b  - Essentially this amounts to multiplying the charge transfer by the number of collisions 

computed from a continuous collection model. The exact form is 

There axe two non-inductive interactions allowed. graupel and cloud ice, and graupel and 

snow. In both cases, graupel is considered to be the large particle and snow or cloud ice is 

the small hydrometeor. 
6 ,  >:r-; ;. 

4.3.2 Ion Physics 

r 6 . . 
Interactions between free ions and hydrometeors are permitted in the model. These 

interactions arc accounted for in the last term on the right hand side of equation 4.51. A 

complete description of the ionhydrometeor interactions is described in Chiu (1978), but 

will be summarized here. 

For small cloud droplets and cloud ice which have negligible terminal velocities, ions 

are assumed to attach through diffusional and Coulomb forces. In the case of ion 

attachment to raindrops and graupel, diffusional and Coulomb forces are considered, but 
'. i 

the effects of tenninal velocity are taken into account. This is necessary due to the 

hydrodynamic effects of the rain drop on the surrounding air. 

Evaporation and sublimation of charged hydrometeors is a some of fret ions. For rain 

and graupel, the process assumes that the surface charge density remains constant, and ions 

are discharged from the hydrometeor as the particle shrinks. In this way corona emission 

is simulated. Cloud water and ice release their charge when instantaneously evaporating or 

sublimating. 



The prognostic equation for ion concentration is given by .-  2:4b A. 

The concentration is controlled by ion flux convergence due to the wind, the electric field, 

and turbulence, the cosmic ion generation rate (G), ion recombination, and hydrometeor 

source/sink terms. Ions can interact with the hydrometeors by diffusive and Coulomb 

forces. In order to remain numerically stable, this equation requires smaller and smaller 

time steps as the elecmc field increases (the diffusive time scale of ions is a function of the 

electric field). Eventually, the time step becomes prohibitively small and the model must be 

shut down. Usually this occurs before the electric field approaches the dielectric strength 

of air. 

4.4. Representation and Determination of Electricity Fields 

The electric field, electric potential, electric energy density, and space charge 

density are all calculated in this model. The total space charge density is defined by 

Given the total space charge density and appropriate boundary conditions, the electric 

potential can be determined by inverting the following equation: 



The electric field is propadona1 m the gradient of the elecaic potendal: 

In order to invert Poisson's equation (4.56), the boundary conditions need to be 
a' " 1 

prescribed. The lateral boundary conditions are that the horizontal gradient of the electric 

potential is zero. The potential is f o ~ e d  to zero at the bottom of the model domain. At the 

top of the model domain. the potential remains a constant which is determined from the 

, \ .  ' 
initial vertical ion concentration profiles. 

I.... , h i , < : '  : ; . .. I, , ' ' 



BREAK PERIOD MODELLING RESULTS 

The 0000 UTC sounding taken a Darwin served as the base atmospheric state for 

initialization of the 19 January storm simulation. A north-south projection of the 

environmental winds were chosen to represent the two dimensional wind fkld since this 

was approximately the direction of smxm motion based on radar information. In the lowest 

levels, a convergence of 2x104 s-1 was applied, and random perturbations of temperature 

and water vapor were used to initiate convection. The gdditional convergence in the low 

levels was instituted to approximate the effects of the sea breeze front, and the random 

perturbations were found to give more realistic results than a warm bubble. The initial 
? .. . 

elecmc field was detcmdntd from a best guess of the vertical profile of ion concentration. 

The profie was chosen so that the initial vertical electric field at the surface was close to the 

fair weather electric field Ion concentration increased exponentially away from the surface 

as is generally observed (Gish, 1944). The important fields used in the initialization of the 

model are shown in Fig. 5.1. 

The domain is 24x24 km in the y-z plane with 200 rn spacing in the horizontal and 

vertical. At the top of the domain, vertical velocity, vorticity, and hydrometeor mixing 

ratios an all set to zero, and entropy, water vapor, and the stream function are held at the 

initial values. Vertical velocity, vorticity,'and the sueam function are forced to zero at the 

lower boundaxy. The l a t d  boundary conditions require the horizontal gmhent of the 

stream function to be zero. . , 

, - -- '.;.' t :  ?, .I , -  a:,'.i,, . 1 c - . .  ;i 
8 . .. 
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Fig. 5.la: Thermodynamic and kinematic initialization adapth'trom the OOOO UTC 
sounding at Koolpinyah. The north-south component of the horizontal winds are used and 
m d e d  such that a horizontal convergence of 2x104 s-l is applied. Vertical velocity is 
such that the continuity equation is satisfied. Random perturbations are applied in the 
lowest levels of the tempntrc and water vapor field 
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Fig. 5.lb: Electrical initialization. The positive and negative ion concentrations are chosen 
w that the vemcal electric field is close to the value of the fair weather electric field. The \ 

ion concentrations increase exponentially away from the surface. . ., 



5.1 Non-Electrical Characteristics of the Simulated Cloud 

The general evolution of the simulated cloud is shown in Fig. 5.2 as a series of 
.. . .< . .. 

cloud depiction plots at selected times. The dashed lines are the streamlines which give an 

indication of the two dimensional flow. The solid cloud boundaries separate regions of 

water saturated and water sub-saturated air. Additionally, hydrometeors are represented 

using the following notation: dots represent rain mixing rations greater than 1.0 g kgl, 

asterisks represent graupel mixing ratios greater than lg kg-1, S represents snow mixing 

ratios greater than 0.5 g kg-l, and hyphens (sometimes difficult to distinguish from the 

streamlines) indicate cloud ice mixing ratios greater than 0.5 g kgl. 

The life cycle of the storm is well illustrated by plotting the model predicted cloud 

top height (based on Fig 5.2) as a function of time (Fig. 5.3). In addition, this figure will 

serve as chronometer for separating the cloud history into an initial slow growth stage, a 

rapid development stage, and a mature stage. The initial development stage begins at t=O 

minutes and ends at t=18 minutes. During this period of the simulation the cloud top 

heights rise relatively slow. Beginning at t=18 minutes, the slope of the curve increases 

sharply as the cloud enters and begins to undergo the rapid development stage. The mature 

stage is entered at r 4 -  minutes where the slope of the curve flattens out. 

5.1.1 Microphysics and Dynarmcs of the Initial Development Stage 

The initial development stage is defined as the time between t=O and t=18 minutes. 

Microphysically, very little occurs during this stage. Cloud water is the only hydrometeor 

class which is mated in small, localized regions and reaches a maximum concentration of 

near 0.1 g kg-1 by t=15 minutes (not shown) . Dynamically, the vertical velocity is the 

only field that exhibits appreciable change from the initial conditions (not shown). Several 

coupled regions of up and down motion, all extending from the ground to slightly over 1.0 



Fig 5.2a: Cloud and precipitation depiction from t=15 minutes to t=33 minutes. Dashed 
lines are streamlines, cloud boundaries are defmed by the water saturation-water sub- 
saturation boundary. Asterisks are regions of graupel with mixing ratios greater than 1.0 g 
kg', dots are rain mixing ratios greater than 1.0 g kgl, S represena snow in mixing ratios 
greater than 0.5 g kgl, and underscores are cloud ice mixing ratios greater than 0.5 g kg'. 
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Fig. 5.2b: Same as Fig. 5.2a, but from t=38 minutes to t=52 minutes. 
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Fig. 5.3: Domain maximum predicted cloud top height in kilometers as a tunction of time 
in minutes. The initial development stage (0-18 minutes), the rapid growth stage (18-44) 
minutes, and the mature stage (44-52 minutes) is evidenced by changes in the s l o p  of the 



km arc apparent as early as t=9 minutes, but rn of limited horizontal extent. The highest 

velocity is 1.0 m s-l. By t=15 minutes, the strongest cell contains a maximum updraft of 

3.1 m s-l. The cloud water is coincident with the maximum upward velocity, as would be 

expected. The horizontal velocity fields appear perturbed by t=15 minutes, but no well 

dehed circulations are evident (not shown). 

5.1.2 Microphysics and Dynamics of the Rapid Development Stage 

The rapid development stage is of most interest in this study. Between t=18 

minutes and t=44 minutes, ice species are created, a mixed phase microphysics region 

develops within the cloud, and the electricity subroutines are activated From a dynarnical 

standpoint, well defined circulations in the horizontal and vertical evolve and intensify 

through time. 

Warm rain collision and coalescence process begin to operate efficiently enough at 

t=18 minutes to produce rain (albeit in exceptionally small mixing ratios, 4x10-7 g kg-1). 

The mixing ratio of cloud water is 2.1 g kg1 at t=18 minutes and increases to 5.3 g kg-1, 

well above the autoconversion threshold for rain at t=27 minutes (Fig. 5.4). Cloud ice and 

graupel art created at t=27 minutes. Snow appears three minutes later at t-30 minutes. 

The mixing ratios of cloud ice, graupel, and snow are initially small, but glaciation of the 

upper levels of the cloud by cloud ice occurs rapidly. Inspection of the cloud ice 

production terms indicates that the glaciation is dominated by the contact nucleation of 

cloud water. 

Appreciable concentrations of all the microphysical species exist by t=33 minutes 

(Fig. 5.5, rain not shown). Two distinct maxima in the rain mixing ratios arc apparent at 
d.. 

J t=36 minutes (Fig. 5.6). The lowest one is below the melting level and is nearly collocated 

with the maxima of downward motion and below a region of high graupel mixing ratios. 

The rain associated with this maxima is reaching the ground and is created by graupel 



* "  ' * Fig: 5.4: dl&dAGater and rain fields at t=27 minutes. The rain is formed primarily by the 
autoconversion of the cloud water. I 'a .C - .. I 'L - :\[ T+!,J? . ~ r i  



Fig. 5.5: Snow, cloud ice, graupel (hail) and cloud water fields at t=33 minutes. All the 
microphysical species exist by this time (rain not shown). ., ,., , 



Fig. 5.6: Rain and graupel mixing ratios. vertical velocity. and temperature fields at t=36 
minutes. Two rain cores are present We lowest one is produced by p u p e l  meldng as it 
is carried below the melting level by the downdraft. The higher rain maxima is formed by 
the autoconversion of cloud water in the the updraft and serves as a source for graupel 
(hail). 



melting (determined by examination of the rain production terms) as it is canied below the 

melting level by the downdraft. The second rain maxima appears above the melting level, 

immediately to the left of the fmt rain maxima, and is coincident with the updraft (Fig. 

5.6). The lack of graupel overlapping with the rain in this region indicate that the rain is 

formed primarily by the warm rain collision and coalescence process and then caned aloft 

by the strong updraft. This is conf ied  by evaluation of the rain production terms. Over 

time both rain maxima descend to the ground while additional rain cores develop in new 

updrafts on either side of the original (Fig. 5.7). Based on the high cloud water 

concentrations (not shown), the collocation with updrafts, and the lack of ice, the rain in 

the second generation updrafts is thought to be generated by warm rain processes as well. 

Once again, this is confirmed by inspection of the rain production terms. 

A time series plot of the domain maximum precipitating hydrometeor mixing ratios 

is shown in Fig. 5.8. Cloud ice and snow mixing ratios generally increase over time. 

There is a slight indication that the tendencies in the snow and cloud ice are negatively 

correlated: when snow mixing ratios increase most rapidly, the cloud ice mixing ratios are 

nearly constant or even decrease slightly. This information, in addition to the spatial 

coincidence of cloud ice and snow mixing ratio maxima through the period imply that the 

snow is being created primarily by the aggregation of cloud ice. The values of the snow 

production terms venfj this hypothesis. 

In general, graupel appears lower in the cloud than the snow and cloud ice, 

although they do overlap (Fig. 5.5 and Fig. 5.9). The primary production of graupel is by 

the contact freezing of rain water by other ice. The maxima in graupel mixing ratios are in 

updraft cores and above the rain source. The tendency of the domain maximum graupel 

and rain mixing ratios further supports this hypothesis (Fig. 5.8). The initial rise is 

correlated with the increase of rain mixing ratios in the first updraft. As the first updraft 

collapses and the rain begins to fall the ground, the some of the graupel disappears and the 

graupel mixing ratios decrease. 
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Fig. 5.7: Evolution of the rain and vertical velocity fields during the later stages of the 
rapid development phase (t-40 and t-44 minutes) . The center rain maxima at t=40 

I 
minutes descends to the ground by t=44 minutes in a strong downdraft. The right most 

,* rain core at t=40 minutes begins to &scend at t-44 minutes as a downdraft develops. The 
' '  left most rain maxima increases over time in a sacngthenhg updraft. , C * -  
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Fig. 5.8: A time series of domain maximum precipitable hydrometeor mixing ratios. The 
tendency of cloud ice and snow mixing ratios are negatively correlated snow mixing ratios 
increase most rapidly when cloud ice mixing ratios decrease. Graupel and rain mixing 
ratios are negatively correlated: graupel mixing ratios increase when rain dccnases. 
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Fig. 5.9: Graupel, snow, cloud ice and cloud water mixing ratios at t-40 minutes. The 
maximum in the graupel mixing ratio appears lower in the cloud than either the maximum 
snow or maximum cloud ice mixing ratios, although graupel does overlap with snow in a 
region about one kilometer centered around 9.0 km. 



Up to this point, the microphysical fields have been described almost independently 

of each other and without mention of temperature other than the melting level., The most 

favored regions for non-inductive electrification can by identified by locating regions in 

which graupel mixing ratios overlap with snow or cloud ice in the presence of cloud water. 

Throughout the period of rapid growth, graupel and snow generally coexist in a boundary 

region about one kilometer deep (Fig. 5.5 and Fig. 5.9). This region generally ascends 

with time as the updraft carries the hydrometeors aloft. At t=33 minutes the overlap is 

centered near 8.0 km (Fig. 5.5) and near 9.0 km at t=40 minutes (Fig. 5.9). Since the 

location of cloud ice and snow is virtually identical, it not necessary to describe in detail 

where graupel and cloud ice coexist; it is essentially the same as the graupel and snow. 

The temperature field is not altered significantly fiom the initial conditions, although 

a slight wanning through the depth of the convection is apparent (Fig 5.la and Fig. 5.10). 

Thus, for this simulation, the sign and magnitude of the non-inductive charging will be 

controlled primarily by the initial environmental temperature profile, and the cloud water 

field within in the cloud. Sigdicant mixing ratios of cloud water and cloud ice or snow 

are rarely seen together in the simulation, yet it is important for this to happen for an 

effective non-inductive charging process. Comparing the cloud ice, snow, cloud water, 

and vertical velocity fields at various times, cloud water and cloud ice or snow coexist only 

in regions of strong updrafts (Fig. 5.9 and Fig. 5.11). If the updraft is weak or 

nonexistent, that region of the cloud glaciates rapidly and the cloud water is depleted. A 

strong updraft must be present to supply cloud water at least as rapidly as it is depleted. 

Based on the model, the strongest e l ~ t ~ c a t i o n  should occur in developing portions of the 

cloud, and virtually no electrification should occur in regions outside the main updraft core. 

The final non-electrical fields that need to be addressed during the rapid growth , 

phase of the cloud are the velocity fields. The vertical velocity field has been referenced 

previously (Fig 5.1 le), although not described in detail. The primary information that 

should be gleaned from these plots is that the storm exhibits multicellular characteristics. A 
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Fig. 5.10: The temperature field at t=44 minutes. T h m  is little change from the initial 
conditions. 



Fig. 5.1 la: Graupcl, cloud water, snow and cloud ice mixing ratio fields at t=36 minutes. 
P C * .  , . , Significant mixing ratios of supmooled cloud water coexists with snow and cloud ice only 

in regions of strong updrafts. - l+; 
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Fig. 5.11b: Same as Fig. 5.l la,  but at 0 3 8  minutes 



Fig. 5.1 lc: Same as Fig. 5.1 la, but at t 4  minutes. 
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Fig. 5.1 Id: Same as Fig. 5.11a, but at t-42 minutes. 
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Fig. 5.1 1e: Vemcal velocity at t=36,38,40 and 42 minutes. 



new updraft develops to the left of the main updraft at about t=36 minutes. Also roughly at 

this time, the first cell reaches its maximum vertical speed and then begins to decrease in 

magnitude. Eventually the second updraft becomes the main updraft (t=44 minutes). 

The horizontal velocity field reveals a well defined low level convergence and upper 

level divergence out the upper portions of the cloud through about t=33 minutes (not 

shown). After this time, the field becomes more complicated due to the influence of new 

cells growing along the outflow boundary. A microburst type structure appears near the 

ground at t=38 minutes and 17 km along the horizontal axis (Fig. 5.12). The strong 

divergence at the ground is still evident at t-44 minutes (Fig. 5.12). It is associated with a 

downdraft in excess of 12 ms-l centered at about 2 km above the ground, and the 4 ms-1 

contour is within 200rn of the ground (Fig. 5.1 le). The gust front is also probably helping 
.. - 

to lift air into the new cells on either side of the main updraft. 
> , .' !. * r -*. . 
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5.1.3 Microphysics and Dynamics i f  the Mature Stage 

The mature stage of the storm is marked by a cessation of vertical development. 

The storm reaches its maximum height of about 14.5 km during the period t=44 minutes to 

t=52 minutes (Fig. 5.2b). The microphysics in the vigorous convective regions is similar 

to those in the later stages of the rapid development phase. In the convective updrafts, rain 
. c 

I .. . is fomed primarily by the collision and coalescence of cloud water. Graupel is created by 

the freezing of the rain, and snow is created by the aggregation of cloud ice. In the 

downdrafts, rain is formed by the melting of graupel. 

Perhaps the most interesting feature is the development of mixing ratio maxima in 

the cloud water, cloud ice, snow, and graupel fields within the anvil region (Fig. 5.13 

1 .  through 5.16). These are associated with a region of positive vertical motion in excess of 

12 m s-1 (Fig 5.17). Looking at the horizontal velocity fields ( Fig. 5.17), the vertical 

motion seems to be maintained and possibly forced by the deceleration of the divergent 
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Fig. 5.12: Evolution of the horizontal velocity field from t=36 minutes to t 4  minutes. 
,, Southerly flow (from the left domain boundary) into the storm is simulated at low levels 

and northerly flow out of the storm is simulated aloft. A microburst type structure appears 
at t=38 minutes near the surface at y=17 krn. 
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Fig. 5.13: Evolution of the cloud water field during the mature phase of the storm. A 
maximum in the cloud water field appears in the anvil near y=l l  Lm and z=8 km at t-44 
minutes. The maxima rises higher into the cloud and advects downwind through time. 
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Fig. 5.14: Same as Fig. 5.13, but for cloud ice. 



Fig. 5.15: Same as Fig. 5.13, but for snow. 
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Fig. 5.16: Same as Fig. 5.13, but for graupel (hail). 



Fig. 5.17: Velocity fields at t=44 and t=50 minutes. The updraft in the anvil is likely 
caused by the deceleration of the horizontal wind (continuity equation). 



oudlow from the top of the main storm: It is coincident with a strong gradient of haizontal 

wind It is also possible that the vertical motion is a remnant of a second generation updraft 

that was cut off by the precipitation shaft emanating from the original convective cell. The 

main importance of the convection within in the anvil however is not its source, but the 

microphysics which operate within i t  

The microphysical processes operating in the region of upward vertical motion 

within the anvil is significantly different than in the updrafts of the main convection. The 

most notable difference is the absence of rain (Fig. 5.18). Graupel however, is abundant, 

and the lack of rain indicates that unlike in the main convective cell, its generation cannot be 

by the freezing of rain. It seems more likely that the graupel is furmsd by the collection of 

cloud ice by snow, and by snow accreting cloud water. This is confumed by examination 

of the graupel'production terms. Interestingly, mixing ratios of cloud ice and snow are 

greater in the anvil region (2.2 g kg-1 maximum in the snow and 1.5 g kg1 maximum in 

the ice field) than in the main convective cell (1.8 g kg1 maximum in the snow field and .8 

g kg-' maximum in the ice field), and the the cloud water content is close to 1.0 g kg-' 

which is less than the 2.4 g kg-1 cloud water mixing ratio in the main convective updraft 

(Fig. 5.13 through Fig. 5.15). Both the main convective cell and the convective region of 

the anvil should be favored regions for electrification. The higher mixing ratios of snow 

and cloud ice in the convective portion of the anvil allows the anvil to be the most efficient 

region of elemifmtion. 

5.2 Electrical Evolution of the 19 Januarj Simulation 

No charging is permitted during the initial growth stage of the storm since there is 

no graupel present. Thus the discussion of the electrification results is limited to the rapid 

development stage and the mature stage of the cloud. The rapid development stage is 
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Fig. 5.18: Rain field evolution during the mature stage of the storm. Rain is noticeably 
absent in the anvil. F: ' ., , 1 1  f3 I 



characterized by charging in the main convective updraft. In the mature stage, the 

convective region of the anvil becomes the dominant charge producing region. 

When the charging parameterization is initiated at t=30 minutes (this is when ice 

species fvst appear in the simulation), the graupel begins to acquire negative charge, and 

the snow and ice acquixe positive charge in the region about 1 km deep centered at about 8 

km (Fig. 5.19) This boundary region was previously described and was noted as a likely 

area for charging to occur. The sign of the charge acquired by the hydrometeors is 

consistent with the charging expected at the temperature and liquid water contents in that 

region (the temperature is near -20 OC and the liquid water content is around 2 g kgl). The 

vertical elecmc field and total charge density all show the development of a weak normal 

polarity dipole soon after t=30 minutes (Fig. 5.20). The ion charge density indicates a 

build up of negative charge at the top of the convective bubble and positive charge on the 

sides (Fig. 5.21). 

The vertical electric field increases rapidly with time. By t=38 minutes the 

maximum is close to 70 kV m-1 in magnitude (Fig. 5.22). The horizontal electric field also 

grows rapidly and is roughly half that of the vertical electric field (Fig. 5.22). The 

boundary separating the overall positive and negative charges is closer to 9 km at this time, 

as illustrated by the total charge density (Fig. 5.23). Interestingly, the appearance of a thin 

negative charge layer, a screening layer, begins to form on the upper boundary of the 

cloud. The negative ions are atuacted to the upper positive charge on the snow and cloud 

ice, and art attaching preferentially to the cloud ice since it is located slightly higher in the 

cloud than the snow. 
- 3  I .  

By t 4 2  minutes, the vertical electric field has grown to slightly over 11 1 kV m-I 

and the center of the positive dipole is near 9.5 km (Fig. 5.24). The maximum charge on 

the snow is centered near 10 km and is 2.1 nC m-3, graupel has a negative charge with a 

maximum magnitude of 2.4 nC m-3 centered at about 9.0 km (Fig. 5.25). The cloud ice is 

mostly positively charged with a maximum charge of 1 nC m-3, but a substantial negatively 



Fig. 5.19: Charge density on ice species and total space charge density at t=30 minutes. 
The maximum charging occurs in a region about 1 km deep centered at an altitude of near 8 



Fig. 5.20: The vertical electric field and total space charge density at t=33 minutes. A 
week normal polarity dipole (negative charge underlying positive charge) is evident. 



Fig. 5.21: Ion charge density at t=33 minutes. Negative ions are predominant on the top 
of the cloud and positive ions predominate along the sides. 



Fig. 5.22: The vertical and horizontal elecmc field at e38 minutes. ?he maximum vemcal 
electric ficld is near 70 kV m-1 in magnitude. The maximum magnitude of the horizontal 
field is roughly half that of the vertical. a .  </ 
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Fig. 5.23: Total space charge density at t=38 minutes. The boundary separating negative 
and positive charge is near 9.0 km in altitude. A negative charge screening layer is 
apparent at the top of thecloud . . ,! , . + us  
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Fig. 5.24: The vmical and horizontal electric field at t=42 minutes. The center of the 
dipole is near 9.5 km in altitude. 
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Fig. 5.25: Total ion charge density and the charge density on graupel, snow and cloud ice 
- at t.42 minutes. The maximum charge on snow is centered near 10 inn in altitude. The 

maximum charge on graupel is centered near 9 km in altitude. Charge on cloud ice is 
mostly positive, but a negatively charged region caused by the ." attachment of ions is evident 
near cloud top. 

7 i t S . , #  
;, >:to .  '*.  - -5 - .- $. ". '-, 1 3 ! ~ 7 , ,  Ls 

, . .- 
. I . ,  . , i  . ? j r i :  . .. , .. ,:.: ., -e.; , 

4 ,  I . .  



charged region caused by the attachment of ions is beginning to form (Fig. 5.25). It has a 

maximum magnitude of 0.37 nC m-3- The trends in the electrical evolution of the storm 

continue through the rapid growth phase of the storm. 

The electrification during the mature phase of the storm is interesting for a couple of 

reasons. Fit, the charge density on cloud ice becomes predominantly negative. The 

attachment of negative ions to the surface of the cloud ice overcomes the tendency to 

acquire positive charge through non-inductive charging mechanism with graupel. 

Secondly, the updraft in the anvil region begins to electnfy, causing the electric dipole to 

become more horizontally oriented. 

By t=48 minutes the charge on cloud ice is predominantly negative with a maximum 
*). 

magnitude of 2.6 nC m-3 (Fig. 5.26). The electric potential caused by the positively 

charged snow is sufficient to attract high enough concentrations of negative ions that the 

effect of positive charging of the cloud ice by the non-inductive mechanism is counteracted. 

The idea that a normal polarity dipole can be created in a cloud solely by the convective 

transport of ions is not supported by this simulation. Ibc convective charging mechanism 

actually seems to decrease the charging by reducing the effective positive charge in the 

dipole strucm. 

The vertical motion in the anvil also develops by t=48 minutes (Fig. 5.17), and the 

anvil begins to become electrically active. The cloud ice in the anvil updraft is positively 

charged, as it was initially in the main cell (Fig. 5.26). A maxima in the snow charge 

density is also evident at this time (Fig. 5.26). It is nearly comparable in magnitude, 

around 2.5 nC m-3, to the maxima associated with the main updtaft.. 

As the convective anvil region becomes more active, the simple dipole structure of 

the storm begins to break down. This is most readily seen in the evolution of the electric 

potential (Fig. 5.27). At t=48 minutes the electric potential indicates a roughly vertical 

dipole. At t=50 minutes the charge production in the anvil region becomes more evident as 

a lobe of negative electric potential. At t=52 minutes a closed contour region develops, and 



Fig. 5.26: Elecmc potential, ion charge density and charge density on cloud ice and snow 
at r48 minutes. The charge on cloud ice is predominantly negative due to the attachment 
of negative ions. The anvil region also begins to become electrically active at this time. 



n .,' . ( , , 
. 4 .  

: Fig. 5.27: Evolution of the electric *:tentid dkng the &ture'phasc of the storm. The 
simple dipole structure of the storm breaks down as the anvil begins to e l e c w .  



the horizontal and vertical electric fields become roughly equal in magnitude by this time 

(on the order of 150 kV m-l, Fig. 5.28). The maximum charge of graupel and snow are 

found in the anvil convective region at the end of the model run (Fig. 5.29). The maximum 

magnitude of cloud ice charge is found in the negative screening layer associated with the 

main updraft. 

A summary of the electrical evolution of the storm are captured in Fig 5.30, and 

Fig. 5.31. The domain maximum charge densities on the ice species are displayed in Fig. 

5.30. There is a correlation between the charge density of graupel and snow: the rate of 

increase of negative charge on the graupel is. nearly the same as the rate of increase of 

positive charge on the snow. The charge density on ice is initially comlated with the 

charge density of the graupel, but then becomes dominated by the attachment of negative 
l 

ions at around t - 4  minutes. The effect of the negative ions attaching to cloud ice on the 
" % 

, vertical electric field is evident in Fig. 5.31. While the cloud ice has positive charge, the 

vertical electric field increases rapidly. When the cloud ice begins to collect negative ions, 

the rate of increase of the electric field slows and eventually reverses. Ion conduction 
% .  

currents counteract the non-inductive charging process. 

5.3 Comparison of Model Predicted Radar Reflectivity with Observation 

Model results can only be considered representative of reality if they compare 

favorably with obsmations. A model is used to un&&d processes and phenomena that 

. are usually too complex, detailed, or ephemd inli~@Qgg tg 4&9$J~yd. This mikes 

compkson of specific details difficult or impossible. Ngnethkless, the gross features of a 

phenomena, such as those of a thunderstorm, is observable and should be reproduced 

adequately. A model that fails to reproduce the overall structure of a system can not be 

. . .  . 
relied upon to understand its details. 
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Fig. 5.28: Vertical and horizontal electric fields at t=48 and 52 minutes. The horizontal 
and vertical electric fields become roughly equal in magnitude by t=52 minutes. 
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Fig. 5.29: Charge density on the ice species and the total space charge density at t=52 
minutes. The maximum charge on graupel and snow are found in the anvil and not in the 
convective updraft, The maximum charge on cloud ice is found in the negative screening 
layer at the top of the convective updraft. 
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' ~ i g .  5.30: Do&& mi&& charge density on ice species as a function of time. 
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Fig. 5.31: Domain maximum vertical electric field and cloud ice charge density. 
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The primary verification for the model results is from radar information. In order to 

compare the model results with the radar observations, the two must be correlated in time. 

The first low level radar echoes appear at 0552 UTC. The first radar echo in the simulation 

appears at t=21 minutes. Based on this, 0552 UTC will correspond to t=21 minutes of 

simulation time in the model. Because of the short model simulation time (only 52 

minutes), there are only two times that the radar observations can be compand directly to 

the simulated radar reflectivity: 0612 UTC (t-41 minutes) and 0620 UTC ( t49 minutes). 

There are three complications that arise when comparing the radar data to the model 

results. The first is that the model tends to over predict the reflectivity by 10-204. This is 

a common problem that is associated with models that use a Marshall-Palmer distribution 

(Smith et al., 1975), and has also been noted in previous studies that have used this model 

(Helsdon and Farley, 1987). Comparing absolute values of radar reflectivity therefore 

does not necessarily provide a good measure of the model performance. The second 

problem is that the proximity of the stuim to the radar prevented the radar from topping the 

storm. Therefore, direct comparison of radar cloud top heights and predicted cloud top 

heights is not possible. The final problem is that the storm develops faster vertically than 

the radar was scanning towards echo top. For example, if the storm was initially 3 km 

deep when a sector scan was Stiuted, the storm may be 8 km deep by the time the scan is 

completed (it takes roughly eight minutes to complete a volume scan). The result of this is 

that the radar is unable to completely capture the evolution of the st- or, in other words, 

the radar data is not a snapshot of the stonn, it is more like a long exposure of a moving 

target,  hex pmblems are not insurmountable and the rndv data is still valuable in the 

model evaluation. 

The location of reflectivity maxima in dm and space, and the extent of the main 

convective updraft should be comparable in structure even if the magnitudes of the 

reflectivity are not the same. These ideas and others will be explod in turn in an attempt 

instin a reaso~able level ofcontidence h the naliry ofthc &I s i m ~ ' m  



The radar observations (0612 UTC) and model predicted reflectivity (t-4 minutes) 

are shown together at the same scale to facilitate comparison (Fig. 5.32). There are several 

features which are well simulated by the model. These include the height of the 

convection, the overall reflectivity structure, and maximum predicted reflectivity. 

After correcting for the model tendency to overpredict reflectivity by 158, the 

height of the simulated convective updraft compares well to the obsezvation. For example, 

the maximum height of the 40 dBZ echo in the observations (almost 8 km) is very close to 

the predicted maximum height of the 48 dB2 echo (also almost 8 km). The maximum 

observed reflectivity was almost 50 dBZ (obtained from the raw radar data), and the 

maximum prechcted reflectivity in the updraft was over 56 dBZ. 

Another feature which is well captured in the simulation is the minimum in 

reflectivity located to the left of the updraft. This area separates the updraft from the 

downdraft. In the observations, the region is about 2 km wide at the ground and extends to 

an altitude near 3 km. The simulation also shows a region about 2 km wide and near 3 km 

in altitude. 

The simulation at t=50 minutes compares even more favorably then at t - 4  minutes 

(Fig. 5.33). In the simulation there is a broad region of high reflectivity (above 40 dBZ) in 

the updraft, and above 8 km there is a tight reflectivity gradient. The model predicted 

values are higher, as expected, but compare very well after about a 15% percent correction. 

The reflectivity gradient the model is near 9 km in altitude instead of the observed height of 

8 km. To the left of the updraft the model predicts an intense (in excess of 64 dBZ) 

brightband in the anvil. A bright band can be seen in the observation, but it is not near 64 

dBZ. 

With the limited amount of radar information that is available, an attempt has been 

made to justify the validity of the model simulation of 19 January, 1990. The overall 

reflectivity structure resembles the structure observed by the Ml7' radar. The predicted 

height of the maximum reflectivity was shown to be consistent with the observations. 
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Fig. 5.32: Comparison of model predicted radar reflectivity with observation. 
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Fig. 5.33: Comparison of model predicted radar reflectivity with obsavation. 



When a 15% correction in the predicted reflectivity was used, the height of various 

reflectivity echoes also agreed favorably with the radar information. The model 

successfully predicted a minimum in reflectivity located to the south of the updraft at t=40 

minutes, and also the brigthband at t=50 minutes. 



CHAPTER VI 

MONSOON M O D U G  RESULTS 

The 0000 UTC sounding taken at Darwin served as the base atmospheric state for 

initialization of the 12 January monsoon simulation. A northwest-southeast projection of 

the environmental winds were chosen to represent the two dimensional wind field since this 

was approximately the direction of storm motion based on radar infmtion. In the lowest 

levels, a convergence of 1.5 x s-1 was applied, and random perturbations of 

temperature and water vapor were used to initiate convection. The additional convergence 

in the low levels was instituted to approximate the effects of the ITCZ. The initial 

conditions are shown in Fig. 6.1. 

6.1 Non-Electrical Characteristics of the Simulation 

The general evolution of the convection is shown in Fig 6.2 as a series of cloud 

depiction plots at selected times. Sirnilar to the break period model output, the dashed lines 

are the streamlines and the cloud boundaries are solid lines which divide water saturated 

and water subsaturated air. Dots and asterisks represent rain and graupel mixing ratios 

greater than 1.0 g kg-*, respectively, and hyphens and S represent cloud ice and snow 

mixing ratios greater than 0.5 g kgl, respectively. 

Unlike the break period, the monsoon simulation does not have well defined 

growth stages. Beginning at t=9 minutes (Fig. 6.2), only a water saturated stratiform 

cloud layer is present as result of the imposed large-scale convergence and vertical motion 

of order 10-50 cm s-1. The cloud base is at 3.2 km and extends to a height of 7.6 km. The 

cloud deck increases in thickness through time (t=15 minutes (Fig. 6.2), for 



Fig. 6.la: Thermodynamic and kinematic initialization adapted from the OOOO UTC 
sounding at Damin. A northwest-southeast component of the horizontal winds are used 
and modified such that a convergence of 1.0 x s-1 is applied. Vertical velocity is such 
that the continuity equation is satisfied. Random perturbations are applied in the lowest 
levels of the temperature and water vapor fields. 
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Fig 6.lb: Elecmcal initialization. The positive and negative ion concentrations are chosen 
so that the vertical electric field is close to the value of the fair weather electric field. The 
ion concentrations increase exponentially away from the surface. b .era : , , ,- 



example), primarily due to the base of the cloud lowering and less from the cloud height 

rising. 

After a half hour of simulation time convective circulations begin to appear in the 

streamline pattern (Fig. 6.2). The base of the cloud deck lowers to 800 m and the cloud 

top is at 9.0 km. In regions of negative vertical velocity the base of the cloud begins to 

become ragged due to evaporation. Also at t=30 minutes rain reaches a mixing ratio 

exceeding 1.0 g kg-'. 

Several convective circulations develop by t=40 minutes (Fig. 6.2). Rain becomes 

more extensive and exists in a layer about 2 km deep between 2.0 km and 4.0 km above 

ground. The rain extends slightly higher in regions of updrafts and lower in regions of 

downdrafts. The rain is reaching the ground in the strongest downdraft around y=12 km. 

Above the strongest cell (centered at y=13 km) graupel is mated in mixing ratios greater 

than 1.0 g kgl. The graupel extends from just slightly below the freezing level (Fig. 6.3) 

in regions where it has fallen out of the main convective updraft to a height of 7 km in 

regions of positive vertical velocity. Above the graupel, a thin band of snow 400 m thick 

with a mixing ratio in excess of 0.5 g kg1 centered at roughly 8.0 km is present. As will 

be shown later, snow falling from this layer serves as a source of graupel. The snow is in 

turn created by the depositional growth of cloud ice. 

From t=40 minutes to t=80 minutes (the end of the simulation) the microphysics 

remain essentially unchanged. The cloud base continues to descend so that at t=50 minutes 

a large percentage of the troposphere below 10 km is completely saturated with respect to 

water (Fig 6.2). By t=60 minutes, the cloud top has reached 12 km, although pockets of 

unsaturated air are present above about 9.0 km. The thin band of high snow mixing ratios 

are present until the end of the simulation and extends across most of the domain between 

approximately 7.0 lan and 9.5 krn. Below the snow and in regions of moderate convective 

activity graupel is present in a layer about 3 km deep that begins about 1 km below the 

melting level (5 km) (Fig. 6.3) and extends up to about 7 km. Dynamically, the convection 
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Fig. 6.2: Cloud and precipitation depiction from t=21 minutes to t=8O minutes. Dashed 
lines are streamlines, cloud boundaries are defined by the water saturation-water- 
subsaturation boundary. Asterisks are regions of graupel with mixing ratios greater than 
1.0 g kg-', dots are rain mixing ratios greater than 1.0 g kg', S represents snow in mixing 
ratios greater than 0.5 g kg', and underscores are cloud ice xnixing ratios greater than 0.5 g 
kg-'. 





becomes more organized by t=80 minutes (Fig. 6.2), but it still appears stratifom in name 

with regions of embedded convection. 

The cloud and precipitation fields (Fig 6.2) provide a general description of the 

microphysical and dynamical evolution of the monsoon simulation. However, the s p d c  

details such as the exact mixing ratios of microphyscial species are not =solvable. Thus 

the evolution of the microphysical species will now be described in detail, and to a lesser 

degree the dynamical evolution will also be discussed. 

The evolution of the snow field is the simplest and easiest to describe. From t=30 

minutes to t=80 minutes the snow mixing ratio is nearly horizontally homogeneous (Fig. 

6.4). The maximum in the snow mixing ratio is centered at about 6 km at t=30 minutes and 

rises through time to a height of about 8.5 km at t=80 minutes. The lower boundary of the 

snow remains nearly constant at 4.0 km in altitude, but the upper boundary rises through 

time from 9.5 km at t=30 minutes to over 12.0 km by t=80 minutes. Although snow is 

present in a deep layer, most of the snow is concentrated in layer about 3 irm deep which 

rises through time with the maximum mixing ratio. The snow is created primarily through 

depositional growth of cloud ice. 

It should be mentioned that there are a few regions below the main stratiform snow 

field where snow reaches appreciable mixing ratios which are associated with regions of 

convective updrafts. The snow in the convective updrafts serve as graupel nuclei and also 

play an important rok in the electrification since they represent a relative maximum in the 

graupcl-snow collision frequency. 

Cloud ice also evolves in a fairly simple manner. At t=30 minutes, the field is 

horizontally homogeneous and only small cloud ice mixing ratios axe present (Fig. 6.5). 

The cloud ice is in a layer about 1.0 kn~ deep centered around 8.2 km. The cloud ice layer 

rises through time along with the cloud top boundary and g e n d y  exists in the top 1.0 to 

2.0 km of the cloud. At t=60 minutes, the cloud ice field appears less homogeneous and 

contains many isolated regions of relative mixing ratio maximums and minimums. At t=80 
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Fig. 6.4: Evolution of the snow field. 
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Fig. 6.5: Evolution of the cloud ice field. 



minutes, the cloud ice is concentrated near 10.0 km with a maximum mixing ratio over -46 

g kg-1, although much smaller mixing ratios are present as low as 5.5 h. 

The graupel field is much more complicated than the snow or cloud ice field 

because it is formed in the convection embedded in the stratiform cloud. The graupel is 

created primarily by the accretional growth of snow that has fallen fnnn the extensive snow 

layer aloft into the high liquid water content regions of the convective updrafts (similar to a 

seeder-feeder process). Graupel reaches significant mixing ratios near t=45 minutes (Fig. 

6.6). The maximum mixing ratios arc on the order of 3.0 g kgl. The graupel maxima are 

located between relative snow mixing ratio maximums (Fig. 6.3). Graupel and snow 

c overlap in a layer almost 4.0 km thick and provide the potential for large values of non- 

inductive charging. Regions of large pupel  mixing ratios are present in deep layers that 

extend from about 4.0 km above ground to near 8.0 km. Maximum graupel mixing ratios 

are achieved around t=70 minutes (over 7.5 g kg1) and then begin to stabilize near t=80 

minutes. 

The rain field is not particularly interesting. Warm rain processes (collision and 

coalescence through the autoconversion process) operate exclusively for approximately the 

fmt thirty minutes of simulation time. Beyond a half hour, rain is formed primarily from 

melting graupel, and is located below the regions of the greatest graupel mixing ratios (Fig. 

6.7). Rain water seldom extends much above the freezing level as the vertical velocities are 

insufficient to cany the rain to that level within the cloud. Consequently, the rain does not 

serve as a some for graupel (through freezing) as it did in the break period simulation. 

The cloud water field by far shows the most complicated structure of any 

microphysical field. At 1-30 minutes, the cloud water is nearly horizontally homogenebus 

except for a maximum associated with the initiation of the convection (Fig 6.8). By t=45 

minutes, the field has become much more complicated. Any indication of horizontal 

homogeneity is lost and regions of local minimum and maximum mixing ratios are evident. 

Mixing ratios are as large as 1.0 g kg-l, at altitudes near 7 km. The field continues to 



Fig. 6.6: Evolution of the graupel field 



Fig. 6.7: Evolution of the rain water field 



Fig. 6.8: Evolution of the cloud water field. 
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become mon convoluted at t=70 minutes. Large mixing ratios of cloud water arc present 

up to 8.0 km. Keeping in mind that there is a deep region of the cloud that contains both 

snow and graupel, the high cloud water contents would seemingly indicate that non- 

inductive charging would be extremely active and efficient 

The vertical velocity field at t=30 minutes reveals the formation of an isolated 

updraft (Fig. 6.9). However by t=45 minutes, many regions of positive and negative 

vertical velocity have developed and then is no organized pattern of convection (Fig. 6.9). 

Very little organization is apparent at either t=60 minutes or t=80 minutes. In general the 

maximum in the vertical velocities remains below 5.0 km in altitude. 

The horizontal velocity field also appears rather unorganized through most of the 

simulation, however by t=70 minutes three distinct regions develop (Fig. 6.10). 

Northwesterly flow (from right to left) is present in the lowest levels capped by a level of 

southeasterly flow. Above the southeasterly flow there is another region of northwesterly 

flow. 

6.2 Electrical Evolution of the 12 January Simulation 

The charging parameterization is activated at the beginning of the model run since 

the ice phase develops less than 15 minutes into the simulation. Unlike the 19 January 

break period simulation where the graupel and snow overlapped well above the non- 

inductive charge reversal temperam, the overlap in the monsoon simulation is centered 

very nearly at -100 C (Fig. 6.3). Refemng back to the laboratory work of Takahashi 

(1978), the charge reversal temperature is near -100 C when the liquid water content is 

around 1.0 g m-3 (Fig. 6.11). Also the sign (and magnitude) of the charge transferred 

between graupel and snow is highly dependent on the cloud water mixing ratio. 

The effect of the the cloud water content on the charging is best illustrated at t 4 5  

minutes when the cloud water field is still relatively simple (Fig. 6.8). The charge density 



Fig. 6.9: Evolution of the vemcal velocity field. 



Fig. 6.10: Evolution of the horizontal velocity field. 



Fig. 6.1 1: Electrification of the riming rod. Open circles show positive charge, solid 
circles negative charge and crosses represent uncharged cases. The electric charge of the 
riming rod per ice crystal collision is shown in units of 1@ esu (After Takahashi, 1978). 



on graupel and snow is shown in Fig. 6.12. In general, the graupel acquires positive 

charge with a maximum near a height 7.0 km, and snow acquires negative charge near a 

height of 7.5 km. The exception to this is in the region of the strongest updraft (y=14 lan), 

where high cloud water mixing ratios have penetrated above 7.0 km. In this region the 

graupel charges negatively and the snow positively. 

As the cloud water field becomes more complicated and as more cloud water is 

advected or created near the -100 C isotherm, the charging pattern becomes more 

disorganized. At t=60 minutes (Fig. 6.8) there are many regions in which appreciable 

concentrations of cloud water extend above 7.0 km. The snow and graupel charge density 

(Fig. 6.13) become correspondingly complicated and the total charge density (Fig. 6.14) 

lacks organization. There are local regions of separated charge, either negative underlying 

positive or visa versa, but the effect on the electric field is minimal. The sum of the electric 

fields from all the small regions of charge tend to produce a net field close to zero (Fig 

6-15). 

At t=70 minutes, a normal polarity dipole begins to develop near y=17 km (Fig. 

6.16). The lower negative region is produced by graupel and the upper positive region is 

produced by snow (Fig. 6.17). The center of the dipole is located at a height near 7.0 km. 

The dipole never gets a chance to fully develop because the cloud water field (Fig. 6.8) 

changes such that the charging tendency of graupel and snow reverse by t=80 minutes 

(Fig. 6.18); an inverted dipole (negative charge over positive charge) has developed at t=80 

minutes virtually in the same location that the normal polarity dipole was at t=70 minutes 

(Fig. 6.19). 

The electric charge density on cloud ice has been virtually ignored. This is 

primarily because it is much higher in the cloud than graupel and also because it exists at 

temperatures much less than the charge reversal temperature. Consequently, the charge on 

cloud ice is predominantly positive, but due to a small number of graupel-cloud ice 
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Fig. 6.12: Charge density on snow and graupel at t-45 minutes. 
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Fig. 6.13: Charge density on snow and graupel at t=60 minutes. 



Fig. 6.14: Total space charge density at t=60 minutes. 
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Fig. 6.15: Vertical and horizontal electric field at t=60 minutes. 



Fig. 6.16: Total space charge density at t=70 minutes. 
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Fig. 6.17: Charge density on snow and graupel at t=70 minutes. 
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Fig. 6.18: Charge density on snow and graupel at t=80 %d minutes. :Y;-JI . ; ,  , .  
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Fig. 6.19: Total space charge density at t=80 minutes. 



interactions, the charge density is small. Nonetheless, the cloud ice charge density is 

shown at selected times for completeness (Fig. 6.20) 

The ion fields have also been virtually ignored. The reason for this is that the 

electric fields never become strong to attract significant concentrations of ions. 

Furthermore, because of the ephemeral nature of the charge pockets (the normal polarity 

dipole at t=70 minutes becoming an inverted dipole at t=80 minutes for example) ions that 

are attracted at one time may find themselves being repelled away a short time later. The 

charge density from the ions is however also shown for completeness (Fig. 6.21) 

In general, the monsoon simulation does not predict the development of a persistent 

dipole or any other well defined electric structure. There are several reasons for this 

behavior. The most important reason is that the graupel-snow interactions occur very near 

to the charge reversal temperature. As the cloud water content changes near the charge 

reversal temperature, the graupel (or snow) charging tendency continually changes. This 

prevents pockets of charge from accumulating. Even if the cloud water content does not 

change significantly over time at a particular location, the vertical transport of the graupel or 

snow by convective motions or gravitational settling across the charge r e v d  temperature 

will cause the species to begin neutralizing thereby reducing the effective charge at that 

level. This process is shown schematically in Fig. 6.22. 

6.3 Comparison of Model Predicted Reflectivity with Observation 

Unlike the 19 January break period case, no attempt was made to simulate a specific 

event of the monsoon on 12 January. The monsoon convection is too disorganized to 

expect a model to simulate the de&s. Rather, an attempt was made to simulate the general 

characteristics of the monsoon. These include widespread stratiform cloudiness with 

embedded convection, a well defined radar bright band, and extensive precipitation. 



Fig. 6.20: Evolution of the cloud ice charge density field. 
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Fig. 6.21: Evolution of the ion charge density field. 
-1 
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Fig. 6.22: Schematic illustrating one mechanism which prevents the monsoon simulation 
: I fiom producing an organized charge structure. Graupel at temperatures warmer than the 

charge r e v d  temperature (therefore canying positive charge) will have a tendency to be 
carried higher, toward the particle balance level and charge reversal temperam. Some 
graupel will cross the charge reversal temperature and begin acquiring negative charge, thus 
becoming electrically neutral. The graupel can also neutralize by colliding with other 
negatively charged graupcl species. The opposite occurs f a  graupl at temperatures coldcr 
than the charge reversal temperature. 



Widespread smtifonn cloudiness with embedded convection and extensive 

precipitation have already been shown to exist based on the previous figures (Fig. 6.2 for 

example). To investigate the existence of a bright band the pred~cted radar reflectivity at 

various times are shown in Fig. 6.23. Fig. 6.23 should be compand to the previously 

presented radar observations on 12 January which have been  produced in this chapter to 

facilitate the comparison (Fig. 6.24). 

Beginning at t=30 minutes, the model reflectivity structure is nearly horizontally 

homogeneous except for the echo surrounding developing convection. The largest 

reflectivities in the stratifonn portion of the cloud, app~)xirnately 30 dBZ, are found near 

the 00 C (radar bright band) and are associated with melting ice species (mostly graupel). 

At t=45 minutes, convective cores are apparent with reflectivities in - .  excess of 60 dBZ. The 
. . -_. ..*% 4 **. .. , - -- 

pockets of high -reflectivity, however, do not extend much above the &nng level, similar 

to the reflectivity structures observed in monsoon cases by Rutledge et 41. (199 1). Above 

the freezing level, the echoes are stratiform in nature. There is little change in the model 

predicted reflectivity structure at t==60 minutes and t=80 minutes. Convective cores again 

do not extend much above the *zing level, and the radar bright band is well defined at the 

00 C. The reflectivity structure is essentially horizontally homogeneous and stratifonn in 

nature above the bright band. These features arc nearly identical to those observed by the 

MIT radar (Fig. 3.16-3.18). The cloud top heights are also comparable. Thus, based at 

least on the predicted reflectivity, the simulation seems to be realistic. . a - 
-.- -. -. 



Fig. 6.23: Evolution of model pndicted radar ~ f f ~ t i v i t y .  



Fig. 6.24: Radar observations of the monsoon convection 12 January 1990. 



CHAPrER VII 

CONCLUSION 

The purpose of this study was to investigate and explain the dissimilar lightning 

flash rates between monsoon and break period convection that were observed during the 

DUNDEE. Another goal of this thesis was to test the validity of the CAPE--ice mass 

scaling argument forwarded by Williams and Rutledge (1990), also described in chapter 

111, and to test the effectiveness of the non-inductive charging mechanism in tropical 

convection. The numerical modelling results of break period convection (CHAPTER V) 

and the monsoonal convection (CHAPTER VI) have been described independently. In this 

chapter the results of the two simulations will be combined to address the above goals. 

7.1 Relationship Between CAPE and the Level of S t m  Electrification 

The model simulated drastically different levels of elect&ication between the break 

period and the monsoon. Time series of the domain maximum values of the vertical and 

horizontal electric field, the elecaic potential, total space charge density, and electric energy 

density are shown in Fig 7.1. In all cases the the break period simulation reveals more 

intense electrical activity. Based on the tendencies of the electrical parameters, the break 

period also electrifies faster. Since the model simulated the general differences of electrical 

activity between break period and monsoonal convection, it is reasonable to question 

whether the differences can be akbuted in any way to the amount of ice mass (graupel) at 

the particle balance level and the CAPE as suggested by the scaling argument of Williams 

and Rutledge (1990). Before this question is answered, however, it is useful to review the 

assumptions and conclusions of the argument. 
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Fig. 7.1: T i m  mies of the dom& maximum vdues of the vertical and horizontal elecmc 
field, the elecmc potential, total space charge density, and elecmc energy density for the 
break period and monsoon period simulations. 



The assumptions axe: 

graupel is the dominant precipitation type in the cold part of the cloud. 

the terminal fall speed of graupel is proportional to the square root of the particle 

diameter. 

the graupel is spherical and radar reflectivity is propurtional to the sixth power of 

the diameter, and therefan mass is proportional to the cube of the diameter. 

the particle balance level is within the mixed phase region of the cloud. 

all the CAPE is converted into kinetic energy and all motion is vertical. 

The above assumptions led to a relationship between ice mass and CAPE: 

i::'. , d,-t. . 
. . * - 

The first conclusion that Williams and Rutledge (1990) drew from this result was that the 

mass of ice in convection formed in a high CAPE environments should be considerably 

higher than the mass of ice in low CAPE convection (i.e., monsoons). Based on the two 

simulations, this deduction seems essentially correct. The maximum graupel mixing ratio 

observed in the break period simulation was near 15 g kg1 while the maximum value in the 

monsoon case was around 5 g kg-1. Quantitatively spealung the ratio of ice mass, 3: 1, is 

much smaller than what would be expected by the CAPE or the vertical velocity. The ratio 

of CAPE cubed is on the order of 30: 1 and the ratio of the maximum vertical velocities to 

the sixth power is on the order of 10: 1. Qualitatively, the scaling analysis successfully 

captured the gross difference, and furthemore the above figures of ice mass and vertical 

, velocity arc not necessarily values taken at the particle balance level which is difficult to 
r ?  
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The next step in the scaling argument is to link the mass of ice to the degree of 

cloud electrification. Assuming that in both high and low CAPE enviromnts the graupel 

is of roughly the same density and size, then an increase in mass (per unit volume) 

translates into a larger particle concentrations. This has actually already been assumed by 

scaling the mass to the cube of the diameter. An increased number of particles implies an 

increased number of particle interactions and thus more effective non-inductive charging, 

provided that it occurs in a mixed phase environment. 

The true effectiveness of the non-inductive charging mechanism is not, however, 

purely a function of the number of particle interactions. The effect of the temperature and 

cloud water content also controls the degree of non-inductive charging. The omission of 

the temperature and cloud water field from the scaling argument has little consequence in 

the break period simulation, but has significant impact on the simulation of the monsoon 
I. . 

elecmfication. The reason for this is that the particle balance level is near the charge 

reversal temperature (T,) in the monsoon simulation. 

Conceptually it is not hard to understand why having the particle balance level at or 

near Tr should be so critical. Basically, half the graupel will charge positively (the half at 

temperatures warmer than T,) while the other half charges negatively. The net sum of the 

charge on the graupel is at or close to zero. This is assuming that roughly half the graupel 

mass resides below the particle balance level and half above. 

The scaling argument of Williams and Rutledge (1990) can be strengthened through 

the addition of one more assumption. The additional assumption that needs to be stated 

explicitly is that the particle balance level be in a region of temperature and cloud water 

conducive to charging of one sign. In other words, the particle balance level and the level 

of charge reversal must be sufficiently separated so that the graupel will acquire charge 

predominantly of one sign. 

The validity of the assumption that the particle balance is sufficiently separated from 

the charge reversal temperature is related to the CAPE. As CAPE increases, to a first 



, -. approximation, so should the vertical velocities, resulting in greater cloud water contents 

- .. and higher (colder) particle balance levels. Since the charge reversal tern- decreases 

as the cloud water content decreases (Fig. 6.1 I), the vertical separation between the charge 

-.." * 8 .  reversal temperature and the particle balance level should increase as CAPE increases. 

. - Thus the assumption becomes more reasonable for large values of CAPE. 

L The scaling argument as modified above is now sufficient to explain the differences 

in electrical activity between the break period and the monsoon. In the case of the break 

period, the large values of CAPE produce deep and strong updrafts which result in the 

region of maximum graupel/snow mixing ratio overlap (where a maximum of non- 

i s  
a induc$ve charging will ogcur prpvided that cloud water-is present) at temperatures at or 

colder than -200 C. Based on the charging parameterization, graupel will charge negatively 

in this region if the cloud water content is roughly between 0.1 g m-3 and 4.0 g m3. 

. f 't "d3ecause of the large vertical velocities, the cloud water content was between these bounds 

and the assumption that the charge reversal temperature be far from the particle balance 

level, (the particle balance level can be taken either as the level of maximum graupeVsnow 

1 1  mixing ratio overlap or the as the center of the maximum graupel mixing ratio) was 

qJ)" therefore valid. The CAPE in the monsoon simulation was such that the graupeVsnow 

- I overlap occurred at or near -100 C. Furthermore, the cloud water content slightly exceeded 

about 1.0 g m-3 in the strongest convective regions, but remained less than this value in the 
- l s f L ,  F., I;. $less vigorous portions of the storm. A temperature of -lo0 C places the graupeVsnow 

&: t overlap directly at the charge reversal temperature. As the cloud water field changed, the 

'- I . , >l l : .  ,.charge reversal temperature at a particular place changed, and the sign of the charge 

I ,  I. ' squired by the graupel (or snow) continually reversed 

9' .. .; J ;  );\, It is possible to hypothesize what would happen with a moderate CAPE 

environment; say an environment that is an average of the break period and monsoon 

soundings. In this case, the overlap in the graupel and snow fields would be at a 

temperature colder than -100 C. Also, the vertical velocity at the particle balance level 



would be somewhere between that of the break period and monsoon, as would the cloud 

water mixing ratio. For the sake of argument suppose the overlap was at -150 C. The 

cloud water content associated with Tr = -150 C is close to 0.4 g m-3. However, the cloud 

water content in this hypothetical example should be at least above the average monsoon 

cloud water mixing ratio (about 1.0 g m-3). Thus the level of the charge reversal 

temperature and the particle balance level are farther apart than in the case of the monsoon 

simulation, but still not as far apart as in the break period simulation. 

For environments CAPES lower than the monsoon (i.e., stable ascent), the scaling 

argument is almost a moot point. Presumably, there would be so little ice mass generated, 

and the mixed phase region would be so limited that virtually no charging would occur 

anyway. It is interesting though that Rutledge et a1 (1990) simulated a inverted dipole in 

the modeling study of the stratiform region of a mesoscale convective system. The 

environment in the stratifom region was stable with updrafts of only centimeters per 

second and correspondingly low liquid water contents. It is possible that this would place 

the particle balance level at tempera- much wanner than the charge reversal temperature 

allowing the graupel to almost exclusively acquire positive charge, consistent with the 

observed preference for positive cloud-to-ground flashes in these regions. 

A schematic of the expected charging as a function of the CAPE is illustrated .in Fig. 

7.2. All the possibilities that have been discussed arc indicated. For very low CAPE (in 

the stratiform region of a mesoscale convective system for example), an inverted dipole 

might be expected over time. For low CAPE (in the monsoon for example) very little 

organized charge structure would be prciduced. For moderate values of CAPE (perhaps 

some middle latitude storms) a moderately strong normal polarity dipole might result. 

Finally, in the case of high CAPE environments (the break period) strong charging would 

be possible. 
. j  -.I - .  
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Fig. 7.2: A schematic of the expected charging that results havarious  levels of CAPE. 
The charge structure depends on the spatial separation of the level of charge reversal (line 
B) and the particle interaction region (centered on line A) 



7.2 Effectiveness of the Non-inductive Charging Mechanism 

The non-inductive charging mechanism operates very efficiently in the break period 

simulation. At the end of the rapid growth phase, the maximum charge density is on the 

order of 2 C km-3. If this charge density is spread over about 10 km then this value 

becomes close to the typical value observed in a dipole (about 40 C). On average the center 

of the negative charge was at about -120 C isotherm, and the positive charge was near the 

-250 C isotherm. Once again, this is consistent with observation (Simpson and Scrase, 

;. 1937; Reynolds, 1954; Takahashi, 1965; Magono, 1977; Byme et al., 1987). 

The non-inductive charging mechanism was also very active in the monsoon 

simulation: there were large mixing ratios of graupel, snow, and cloud water in 

coexistence. However, the microphysical conditions, specifcally the cloud water field, did 

not allow the potential of the non-inductive charging to be realized. There were numerous 

graupel-snow interactions and correspondingly large amounts of charge being separated, 

but the graupel and snow were continually acquiring different polarity charges. 

In summary, the non-inductive charging mechanism was operating in both the 

break period and the monsoon simulation. In the break period simulation, the mechanism 

effectively separated charge because the environmental temperature was much colder than 

the charge reversal temperature at the particle balance level. This allowed the graupel (or 

snow) to acquire and accumulate charge of one sign over time. In the monsoon simulation, 

the non-inductive mechanism was active, but ineffective in producing a well defined charge 

structure. The reason for this is that the graupel (or snow) was not able to acquire or 

accumulate charge on one sign over time because of the collocation of the charge reversal 

temperature with the overlapping region of graupel and snow mixing ratios. 



7.3 Lightning and the Degree of S t o m  Electrification 

Based on the simulations, it seems reasonable to expect that the break period 

convection would produce lightning much more easily and frequently than the monsoon. 

In the monsoon simulation, the electric field never a q a  significant magnitude due to the 

lack of an organized charge structure. If the monsoon simulation is representative of 

monsoon convection in general, then it is really pointless to discuss lightning for this type 

of convection. In the break period, the electric field reached over 300 Lv m-l in magnitude 

by the end of the rapid growth stage. This is approaching the values observed before 

lightning is initiated (Gunn, 1954). 

The electrical structure in the break period simulation also provides some possible 

insight into the types of lightning that arc observed. During the rapid growth phase, the 

electrical structure was that of a normal polarity dipole. In the mature phase, the anvil 

became electrically active and mated a haizontal electrical field that was roughly the same 

strength as the dipole in the convective updraft. Assuming that lightning propagates along 

the direction of the maximum electric field, vertically propagating flashes might be more 

common in the p w i n g  stages of the convection. In the mature stage, there might be more 

of a tendency to produce horizontally propagating lightning in the anvil. Horizontal 

lightning in the anvil was observed propagating away from the convective updraft during 

DUNDEE (personal communication, S. Rutledge and E. Rassmussen). 

The deep mixed phase mimphysics in the monsoon simulation was perhaps one of 

the biggest surprises to come out of this study. Before the simulation, the expectations 

were that the monsoon did not charge because it was almost completely glaciated above the 

freezing level (Churchill and Houze, 1984; Gamache, 1990). This turned out not to be 



true, at least for the case modelled in the thesis. More simulations of the monsoon need to 

be conducted to determine: 1) if a deep mixed phase region is simulated; 2) if the region of 

overlapping graupel and snow generally occurs near the charge reversal temperature. One 

modelling study does not prove anything, but additional studies, coupled with observation, 

' i t  * :. 
will provide further support for the hypothesis. Another monsoon modelling study will 

most likely be undertaken in the near future. 

Another potential improvement in the simulations would be to activate more 

charging mechanisms. The current model is already capable of calculating charging due to 
r ' ,  

inductive mechanisms. These should be included in future studies to assess the roles of 
' 

conductive, non-inductive, and inductive charging. 
, - . - 

Improvements can be made in the non-inductive charging parameterization. The 
, t -  ' -A& C. 

impact velocity between graupel and ice nystals, and the diameter of the ice crystals has 

been shown to have effects on the magnitude of the non-ind~ctive~charge transfer (Gaskell 

-. , 
and Illingwolth, 1980). These effects should be included in f u k  modelling work. 

< 

Finally, the electrical feedbacks on the microphysics should be addressed. Electric 

fields and charges on hydmmeteon may have effects on collection efficiencies and growth 

rates, as well as habits of ice l&cies (Abbas and Latham, 1968; Ochs rt ol., 19??; 

Weinheimer and Few, 1987). This might perhaps, h J v + t t ~  addnssed * a  -... with an explicit 
t i - t  ' 

microphysical , model. 
r lik-; .";I ( 2  - 
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APPENDIX A 

LIST OF SYMBOLS 

constant in empirical formula for particle velocity 
parameter in Beregeron p e s s  
parameter in Beregemn process 
constant in the charge transfer equation 
constant in Bigg freezing 
coefficient in the diffusion equation for an ice particle 
constant in empirical farmula for particle velocity 
constant in raindrop freezing equation 
coefficient in the diffusion equation for an ice particle 
constant in empirical equation for pamcle velocity 
drag d c i e n t  for graupel 
specific heat of ice 
specific heat of air at constant pressure 
specific heat of water 
constant in empirical formula for particle velocity 
dispersion of cloud droplet dismbution 
diameter of hailstone 
diameter of a raindrop 
diameter of snow crystal 
elementary electric charge 
electric fieki 
separation dficiency of small and large particle 
collcction efficiency of cloud ice for cloud water 
collection efficiency of graupel for cloud ice 
collection efficiency of graupel for rain 
collection effiency of graupel for snow 
collection efficiency of graupel for water 
collection efficiency of rain for cloud ice 
collection efficiency of snow for cloud ice 
collection efficiency of snow for rain 
collection efficiency of snow for water 
horizontal friction force 
vertical friction farce 
gravitational a c a l d o n  
generation of ions through cosmic rays 
thermal conductivity of air ' 1  

heat eddy coefficient 
momentum eddy coefficient * < "  . 
precipitation loading , 1 -1 



latent heat of vaporizatiion 
latent heat of fusion 
latent heat of sublimation 
mass of a 50 pm size ice crystal 
mass of one cloud ice crystal 
parameter in Fletcher's equation 
number micentration of positive (negative) ions 
intercept of graupel size distribution 
intercept of snow size distribution 
intercept of rain size distribution 
specual density of graupel 
spectral density of snow 
spectral density of rain 
number concentration of cloud droplets 
number concentration of 50 pm size ice crystals 
number of active natural ice nuclei 
number of small particles 

perturbation pressure 
total production rate for graupel 
total production rate for snow 
total production rate for rain 
production rate for melting of cloud ice to form cloud water 
production rate for depositional growth of cloud ice at expense of 
cloud water 
production rate for homogeneous freezing of cloud water to fom 
cloud ice 
production rate for =tion of rain by cloud ice 
production rate for accretion of cloud ice by rain 
production rate for autoconversion of cloud water to form rain 
production rate for accretion of cloud water by rain 
production rate for rain evaporation 
production rate for acmtion of snow by rain 
production rate for accretion of cloud water by snow 
production rate for accretion of rain by snow 
production rate for accretion of cloud ice by snow 
production rate for autoconversion of cloud ice to form snow 
production rate for Bergeron process (cloud water to snow) 
production rate for Bergeron process (cloud ice embryos used to 
calculate transfer rate of cloud ice to snow) 
production rate for depositional growth of snow 
production rate for sublimation of snow 
production rate for snow melting to foxm rain 
production rate for autoconversion of snow to form graupel 
probalistic freezing of rain to form graupel 
production rate for accretion of cloud water by graupel 
production rate for accretion of cloud ice by graupel 
produciton rate for accretion of rain by graupel 
production rate for accretion fo snow by graupel 
production rate for graupel sublimation 



production rate for graupel melting to form rain 
wet growth rate of graupel 
dry growth rate of graupel 
mixing ratio of water vapor, cloud water, and cloud ice 
mixing ratio of cloud ice 
cloud ice autoconversion mixing ratio threshold 
mixing ratio of cloud water 
cloud water autoconversion mixing ratio threshold 
mixing ratio of graupel 
mixing ration of rain I 

mixing ratio of snow 
mixing ratio threshold for snow aggregation 

charge transferred during particle interaction 
total charge on a hydrometeor 
charge transferred between two particles due to non-inductive 
charging 
charge on the large particle 

charge on the small particle 
radius of large particle 
mixing ratio of water vapor 
saturation mixing ratio of water vapor with respect to water 
saturation mixing ratio of water vapor at surface of graupel 
saturation mixing ratio for water vapor with respect to ice 
rso-r 
radius of icc crystal (50 pm) 
specific gas constant for warn vapor 
satmation ratio 
collision angle dependent function used in determing charge transfer 
Schmidt number 
saturation ratio over ice 
time 
te- dependent rime scale 
tcmpmm in cloud environment 
melting temperature 
nfertnce t e m t u r e  
te- in degrees Celsius 
referenctvirtualtempe~ 

pembation v i m r a l ~ t e m  
horizontal component of velocity vector 
mass weighted tenninal velocity of gra~pel 
mass weighted termindl velocity of rain 
mass weighted tenninal velocity of snow 
terminal velocity for graupcl of diameter DG 
terminal velocity for rain of diameter DR 
terminal velocity for snow of diameter DS 
differential velocity between large and small particles 
velocity vector 



vertical component of velocity vector 
horizontal coordinate . , 

vertical coordinate 
angle of contact between small and large particle 
ion recombination rate 

autoconversion rate coeffecient for PSAW 

autoconversion rate coefficient for PGAW 
parameter in Fletchers equation 
indicator for condensation (deposition) and evaporation 
(sublimation) 
indicator of PRACS and PSACR 

indicator of ~IAcR and 

pennativity of free space 
postive (negative) ion mobility 
potential temperam 
potential temperature deviation 
reference potential ttqmatm 
slope in Marshall-Palmer rain distribution 
slope in Marshall-Palmer snow distribution 

slope in Marshall-Palmer graupel distribution 

density of air at the surface 
density of air 
density of graupel 
density of snow 

density of water 
total space charge density 
kinemarice viscosity of air 
diffusivity of water vapor in air 
density weighted strcrrm function 
wrmalired potential temperature including latent heat effects 
electric potential 
density weighted vorticity 


